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Figure 4. Most unstable wave number Km (colormap) as a
function of � and k for ↵ = 2.5. In both panels, two particular
points are indicated: a blue square point for k = 0.81681 and
� = 0.003 and a green circle point at the position k = 0.92991
and � = �0.003.

A. Inducing MI by coupling the rotations with
displacements

We first focus on a point, in the parameter space
spanned by � and k, indicated by the square in Fig. 4.
This corresponds to the plane wave wavenumber k =
0.81681 and � = 0.003. We fix from now the value of
↵ = 2.5. As a reminder, the values of � fixes the differ-
ence between shear and bending stiffness (� = Ks �K✓),
while the value of ↵ the ratio of mass to moment of inertia
of the particles.

Figure 5. Panel (a) represents the evolution in time (T ) of the
absolute value of the rotation amplitude along the chain (N).
Panel (b) represents the evolution in time of its k-spectrum.
The results correspond to the case (I), blue square point (k =
0.81681, � = 0.003)

According to the theory, this point is described by a
defocusing NLSE (g < 0) for the case (I). Thus, the plane
wave is supposed to be stable. In contrary, when both the
dof are considered, i.e., case (II), and for exactly the same
parameters, the plane wave become modulationally un-
stable, since the system is described by a focusing NLSE
(g > 0). To confirm our theoretical prediction, we solve

the discrete system of Eqs. (1) using the initial condi-
tions (33). In Fig. 5, we show the results for the case (I).
Here both the evolution of the rotation [panel (a)] and
its space Fourier transform [panel (b)] indeed show that
a random perturbation on an initial plane wave remains
bounded, thus the plane wave is stable.

The rotations ✓n show small amplitude oscillations in
time with a frequency !, following the dispersion rela-
tion Eq. (8) at the given k. Even after more than 500
oscillations, only the wavenumber of the carrier wave is
present in the spectrum, indicating the stability.

Figure 6. . Panels (a-c) represent the evolution in time (T ) of
the absolute value of the rotation respectively displacement
amplitudes along the chain (N). Panels (b-d) represents the
evolution in time of the k-spectrum for the rotation and lon-
gitudinal displacement. The results correspond to case (II) -
blue square point (k = 0.81681, � = 0.003).

For the exact same flexMM and the same initial con-
dition, if we allow the coupling between the two dofs,
namely if we consider the case (II), the dynamics is rad-
ically different. This scenario is shown in Fig. 6. As
predicted by the theory, the wavenumbers of the pertur-
bation that belong to the instability band, start grow-
ing. This is clear by the two sidebands that are de-
veloped symmetrically around the excited wavenumber



!"#$%&'%()*+$),-%+,%"+#.)#,/%"0)1-$+0-

Localised nonlinear waves in dispersive media



2

the effective nonlinear coefficients due to the s-wave scat-
tering for i, j = 1, 2, and U(r) is the confining potential.
For a highly anisotropic trap, we first factorize the wave
function as ψk(r, t) = φk(r⊥;x)fk(x, t) [16, 17], we sub-
stitute in Eq. (1), multiply by φ!k(r⊥;x) and, finally, in-
tegrate over the transverse directions; this leads to the
following effective 1D model:

[

ı!
∂

∂t
+

!2

2M

∂2

∂x2
− V (x)

]

fk = µ⊥k[fk]fk, (2)

where V (x) = Mω2
xx

2/2 is the axial potential and the
transverse chemical potential µ⊥k = µ⊥k[fk(x, t)] is a
functional of fk:

µ⊥k[fk] =

∫

d2r⊥φ
!
k

(

−
!2

2M
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2 +
1

2
Mω2

⊥r
2
⊥

+ gkk|φk|2|fk|2 + g12|φ3−k|2|f3−k|2
)

φk, (3)

where (ωx,ω⊥) are the trap frequencies along the lon-
gitudinal (axial) and transverse directions, and we have
assumed that the derivatives of φk do not depend on the
axial variable x. For an effectively 1D system, we assume
that the transverse wave function remains in its Gaus-
sian ground-state, φk = 1

π
√
σk

exp(− r2
⊥

2σ2

k

). To account for

axial effects, we allow the width σk to be a variational
parameter, σk = σk[fk(x, t)]; this yields:

µ⊥k =
!2

2M
σ−2
k +

M

2
ω2
⊥σ

2
k +

gkk|fk|2

2π
σ−2
k +

g12|f3−k|2

π(σ2
1 + σ2

2)
.

There are two different approaches to determine σk: one
can minimize the chemical potential µ⊥k with respect to
σk for given fk(x, t) or, alternatively, one can use the
Euler-Lagrange equations from the Lagrangian associ-
ated to Eq. (2), minimizing the total energy [19]. These
two approaches lead to the following expression for σk,

σ4
k =

!2

ω2
⊥M

2
+

gkk|fk|2

AπMω2
⊥

+
2g12|f3−k|2

πMω2
⊥(σ

2
1 + σ2

2)
2
σ4
k, (4)

where parameter A = 1 corresponds to the GMDE sys-
tem andA = 2 for the NPSE system. Notice that Eqs. (2)
and (4) constitute a set of coupled nonlinear equations
which have to be solved consistently in order to obtain
fk(x, t) and σk[fk(x, t)].
Using the above approach, we will investigate the

trapped dynamics of a DB soliton in a quasi-1D con-
densate. For the 1D case without a trap in the axial
direction (V (x) = 0), and assuming that all scattering
lengths are equal, there exists an analytical DB soliton
solution of Eqs. (1) [10]; this can be expressed in the fol-
lowing dimensionless form (in units so that ! = M = 1),

ψD = ı
√
µ sinα+

√
µ cosα tanh(κ(x− q(t))), (5)

ψB =

√

NBκ

2
eı(φ+ωBt+xκ tanα)sech(κ(x− q(t))). (6)

FIG. 1: (Color online) Iso-level contours at 2/5 of the maximal
density (dark/bright soliton depicted in blue/red) of a DB
soliton as a result of 3D GPE simulations (ND = 93 367,
NB = 7926). The transverse cut (y =const.) shows the atom
density with the scale depicted by the colorbar.

Here, ψD is the dark soliton (on top of a constant back-
ground with chemical potential µ = µD), with an in-
verse width κ =

√

µ cos2 α+ (NB/4)2 − NB/4, position
q(t) = q(0) + tκ tanα and phase angle α, whereas ψB is
the bright soliton that is symbiotically supported by the
dark one with the same width and position. In the realis-
tic case of the hyperfine states |1,−1〉 and |2, 0〉 of 87Rb,
the scattering lengths are different (a11 = 100.86a0,
a22 = 94.57a0 and a12 = 98.98a0). Nevertheless, in
the quasi-1D setting (with the trap), we have found
that there exists a stationary DB state [cf. Eqs. (5)-
(6) with α = 0] located at the trap center. We iden-
tify this state, f stat

k , using a fixed-point algorithm, and
then perform a Bogoliubov-de-Gennes (BdG) analysis
to determine its linear stability by using the ansatz
fk = f stat

k + (uk(x) exp(ıωt) + v!k(x) exp(−ıω!t)) . The
eigenfrequencies ω and amplitudes (uk,vk) of the ensuing
BdG linearization operator encode the dynamical sta-
bility of the system: for vanishing imaginary part ωi

of ω = ωr + ıωi, the system is dynamically stable and
ωi %= 0 implies dynamical instability. We also note that
the eigenfrequency of the anomalous (negative energy)
mode of the spectrum (see below) coincides with the os-
cillation frequency of the DB soliton, similarly to dark
solitons in one-species BECs [18].
Results. We have chosen a cylindrical trap with fre-

quencies ω⊥ = 2π×133 Hz and ωx = 2π×5.9 Hz, similar
to the ones used in the experiment of Ref. [12]. In Fig. 1
we show iso-level contours of a DB soliton resulting from
numerical integration of the 3D GPE, while in Fig. 2 we
compare the oscillation period (frequency) derived by the
effective 1D model against results of the 3D GPE. The
top panel illustrates the dependence of the period of the
DB soliton on the number of atoms (ND, NB) of the two
components. It is clear that variation of the number of
atoms, especially in the bright component by a factor
of 2, may lead to a significant (approximately two-fold)
variation of the DB soliton frequency. The agreement
between 1D and 3D generally becomes worse when NB is
increased and, to a lesser extent, when ND is increased.
Notice that the NPSE model yields generally more accu-
rate predictions than the GMDE one.
The bottom panels of Fig. 2 show the DB soliton spec-

trum. When the anomalous mode collides with a mode
of positive energy, the DB soliton becomes dynamically
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FIG. 5: (Color online) (a) Experimental images showing
the oscillation of the DB soliton at the in-trap evolution
times indicated. (b) In-trap DB soliton oscillation. Tri-
angles (red) and squares (blue) correspond to, respectively,
(NB , ND) ≈ (680, 27 000) and (NB , ND) ≈ (9 000, 650 000).
Solid lines correspond to fitted harmonic oscillations with fre-
quencies 0.39 Hz and 0.27 Hz respectively. (c) Oscillation
frequency vs. NB for different number of atoms in the dark
component: squares (red): ND ≈ 30 000, triangles (green):
ND ≈ 200 000, and circles (blue): ND ≈ 430 000. (d) Experi-
mental expansion images showing the oscillation and collision
(in circled regions) of two DB solitons. Images in (a) and
(d) are taken after 7 ms and 8 ms of free expansion for the
bright and dark component, respectively. The components
are vertically overlapped prior to expansion.

cillation of the soliton occurs in the transversal direction
leading at the same time to a reduction of the oscillation
frequency in the axial direction (cf. thick (black) solid
line in the bottom panel of Fig. 4b).
We also showcase 3D GPE simulations, cf. bottom row

of panels in Fig. 4, depicting the interaction between
two DB solitons [14]. Panel (c) shows a stationary DB
pair with in-phase, i.e. mutually repulsive, bright soliton
components (also, the dark ones always repel) that is
balanced by the pull of the harmonic trap. Panel (d) de-
picts the evolution of the same initial DB pair as in panel
(c), but with out-of-phase, i.e. mutually attractive, bright
solitons, which yields an oscillatory dynamics. Panel (e)
depicts the oscillations and collisions for in-phase bright
solitons that were released at larger distances from the
trap center and thus cannot avoid colliding despite their
mutual repulsion. It is noteworthy that the DB collisions
are apparently nearly elastic as the DB solitons retain
their shape even after multiple collisions.
Finally, we present experimental data corroborating

some principal points of our analysis (Fig. 5). Nonlinear
effects in the counterflow of two BEC components are ex-
ploited to generate individual DB solitons [20]. The dark
and bright component are formed by 87Rb atoms in the
|1,−1〉 and |2,−2〉 state, respectively, for which a11 =
100.4 a0, a22 = 98.98 a0, and a12 = 98.98 a0 [21]. The
atoms are held in an elongated optical dipole trap with
trapping frequencies ωx,y,z = 2π × {1.3, 163, 116} Hz.

While the lack of exact cylindrical symmetry as well as
the large atom number in the experiment preclude a di-
rect comparison with our analytic results, the experiment
clearly shows the anticipated decrease of oscillation fre-
quency with increasing number of atoms in the bright
and decreasing number of atoms in the dark component.
Experimental results of the collision between two DB soli-
tons are presented in Fig. 5(d), confirming their near-
elastic nature.

Conclusions. We characterized the effectively 1D dy-
namics of DB solitons and showcased their potential dy-
namical instability. We demonstrated experimentally
and theoretically the tunability of the oscillation fre-
quency of a DB soliton. A spontaneous breaking of the
cylindrical symmetry resulting in a reduction of the DB
oscillation frequency was predicted, along with (also ob-
served) near-elastic collisions, as well as a strong phase
dependence of the collisional dynamics of DB solitons.
Future directions include a detailed effective particle-
based understanding of the DB soliton interactions, as
well as a generalization of this picture towards the pre-
cession and interactions of vortex-bright solitons.
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the effective nonlinear coefficients due to the s-wave scat-
tering for i, j = 1, 2, and U(r) is the confining potential.
For a highly anisotropic trap, we first factorize the wave
function as ψk(r, t) = φk(r⊥;x)fk(x, t) [16, 17], we sub-
stitute in Eq. (1), multiply by φ!k(r⊥;x) and, finally, in-
tegrate over the transverse directions; this leads to the
following effective 1D model:

[
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∂t
+
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∂x2
− V (x)

]

fk = µ⊥k[fk]fk, (2)

where V (x) = Mω2
xx

2/2 is the axial potential and the
transverse chemical potential µ⊥k = µ⊥k[fk(x, t)] is a
functional of fk:
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where (ωx,ω⊥) are the trap frequencies along the lon-
gitudinal (axial) and transverse directions, and we have
assumed that the derivatives of φk do not depend on the
axial variable x. For an effectively 1D system, we assume
that the transverse wave function remains in its Gaus-
sian ground-state, φk = 1

π
√
σk

exp(− r2
⊥

2σ2

k

). To account for

axial effects, we allow the width σk to be a variational
parameter, σk = σk[fk(x, t)]; this yields:
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.

There are two different approaches to determine σk: one
can minimize the chemical potential µ⊥k with respect to
σk for given fk(x, t) or, alternatively, one can use the
Euler-Lagrange equations from the Lagrangian associ-
ated to Eq. (2), minimizing the total energy [19]. These
two approaches lead to the following expression for σk,

σ4
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⊥

+
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k, (4)

where parameter A = 1 corresponds to the GMDE sys-
tem andA = 2 for the NPSE system. Notice that Eqs. (2)
and (4) constitute a set of coupled nonlinear equations
which have to be solved consistently in order to obtain
fk(x, t) and σk[fk(x, t)].
Using the above approach, we will investigate the

trapped dynamics of a DB soliton in a quasi-1D con-
densate. For the 1D case without a trap in the axial
direction (V (x) = 0), and assuming that all scattering
lengths are equal, there exists an analytical DB soliton
solution of Eqs. (1) [10]; this can be expressed in the fol-
lowing dimensionless form (in units so that ! = M = 1),

ψD = ı
√
µ sinα+

√
µ cosα tanh(κ(x− q(t))), (5)

ψB =

√

NBκ

2
eı(φ+ωBt+xκ tanα)sech(κ(x− q(t))). (6)

FIG. 1: (Color online) Iso-level contours at 2/5 of the maximal
density (dark/bright soliton depicted in blue/red) of a DB
soliton as a result of 3D GPE simulations (ND = 93 367,
NB = 7926). The transverse cut (y =const.) shows the atom
density with the scale depicted by the colorbar.

Here, ψD is the dark soliton (on top of a constant back-
ground with chemical potential µ = µD), with an in-
verse width κ =

√

µ cos2 α+ (NB/4)2 − NB/4, position
q(t) = q(0) + tκ tanα and phase angle α, whereas ψB is
the bright soliton that is symbiotically supported by the
dark one with the same width and position. In the realis-
tic case of the hyperfine states |1,−1〉 and |2, 0〉 of 87Rb,
the scattering lengths are different (a11 = 100.86a0,
a22 = 94.57a0 and a12 = 98.98a0). Nevertheless, in
the quasi-1D setting (with the trap), we have found
that there exists a stationary DB state [cf. Eqs. (5)-
(6) with α = 0] located at the trap center. We iden-
tify this state, f stat

k , using a fixed-point algorithm, and
then perform a Bogoliubov-de-Gennes (BdG) analysis
to determine its linear stability by using the ansatz
fk = f stat

k + (uk(x) exp(ıωt) + v!k(x) exp(−ıω!t)) . The
eigenfrequencies ω and amplitudes (uk,vk) of the ensuing
BdG linearization operator encode the dynamical sta-
bility of the system: for vanishing imaginary part ωi

of ω = ωr + ıωi, the system is dynamically stable and
ωi %= 0 implies dynamical instability. We also note that
the eigenfrequency of the anomalous (negative energy)
mode of the spectrum (see below) coincides with the os-
cillation frequency of the DB soliton, similarly to dark
solitons in one-species BECs [18].
Results. We have chosen a cylindrical trap with fre-

quencies ω⊥ = 2π×133 Hz and ωx = 2π×5.9 Hz, similar
to the ones used in the experiment of Ref. [12]. In Fig. 1
we show iso-level contours of a DB soliton resulting from
numerical integration of the 3D GPE, while in Fig. 2 we
compare the oscillation period (frequency) derived by the
effective 1D model against results of the 3D GPE. The
top panel illustrates the dependence of the period of the
DB soliton on the number of atoms (ND, NB) of the two
components. It is clear that variation of the number of
atoms, especially in the bright component by a factor
of 2, may lead to a significant (approximately two-fold)
variation of the DB soliton frequency. The agreement
between 1D and 3D generally becomes worse when NB is
increased and, to a lesser extent, when ND is increased.
Notice that the NPSE model yields generally more accu-
rate predictions than the GMDE one.
The bottom panels of Fig. 2 show the DB soliton spec-

trum. When the anomalous mode collides with a mode
of positive energy, the DB soliton becomes dynamically
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FIG. 5: (Color online) (a) Experimental images showing
the oscillation of the DB soliton at the in-trap evolution
times indicated. (b) In-trap DB soliton oscillation. Tri-
angles (red) and squares (blue) correspond to, respectively,
(NB , ND) ≈ (680, 27 000) and (NB , ND) ≈ (9 000, 650 000).
Solid lines correspond to fitted harmonic oscillations with fre-
quencies 0.39 Hz and 0.27 Hz respectively. (c) Oscillation
frequency vs. NB for different number of atoms in the dark
component: squares (red): ND ≈ 30 000, triangles (green):
ND ≈ 200 000, and circles (blue): ND ≈ 430 000. (d) Experi-
mental expansion images showing the oscillation and collision
(in circled regions) of two DB solitons. Images in (a) and
(d) are taken after 7 ms and 8 ms of free expansion for the
bright and dark component, respectively. The components
are vertically overlapped prior to expansion.

cillation of the soliton occurs in the transversal direction
leading at the same time to a reduction of the oscillation
frequency in the axial direction (cf. thick (black) solid
line in the bottom panel of Fig. 4b).
We also showcase 3D GPE simulations, cf. bottom row

of panels in Fig. 4, depicting the interaction between
two DB solitons [14]. Panel (c) shows a stationary DB
pair with in-phase, i.e. mutually repulsive, bright soliton
components (also, the dark ones always repel) that is
balanced by the pull of the harmonic trap. Panel (d) de-
picts the evolution of the same initial DB pair as in panel
(c), but with out-of-phase, i.e. mutually attractive, bright
solitons, which yields an oscillatory dynamics. Panel (e)
depicts the oscillations and collisions for in-phase bright
solitons that were released at larger distances from the
trap center and thus cannot avoid colliding despite their
mutual repulsion. It is noteworthy that the DB collisions
are apparently nearly elastic as the DB solitons retain
their shape even after multiple collisions.
Finally, we present experimental data corroborating

some principal points of our analysis (Fig. 5). Nonlinear
effects in the counterflow of two BEC components are ex-
ploited to generate individual DB solitons [20]. The dark
and bright component are formed by 87Rb atoms in the
|1,−1〉 and |2,−2〉 state, respectively, for which a11 =
100.4 a0, a22 = 98.98 a0, and a12 = 98.98 a0 [21]. The
atoms are held in an elongated optical dipole trap with
trapping frequencies ωx,y,z = 2π × {1.3, 163, 116} Hz.

While the lack of exact cylindrical symmetry as well as
the large atom number in the experiment preclude a di-
rect comparison with our analytic results, the experiment
clearly shows the anticipated decrease of oscillation fre-
quency with increasing number of atoms in the bright
and decreasing number of atoms in the dark component.
Experimental results of the collision between two DB soli-
tons are presented in Fig. 5(d), confirming their near-
elastic nature.

Conclusions. We characterized the effectively 1D dy-
namics of DB solitons and showcased their potential dy-
namical instability. We demonstrated experimentally
and theoretically the tunability of the oscillation fre-
quency of a DB soliton. A spontaneous breaking of the
cylindrical symmetry resulting in a reduction of the DB
oscillation frequency was predicted, along with (also ob-
served) near-elastic collisions, as well as a strong phase
dependence of the collisional dynamics of DB solitons.
Future directions include a detailed effective particle-
based understanding of the DB soliton interactions, as
well as a generalization of this picture towards the pre-
cession and interactions of vortex-bright solitons.
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Figure 1. Experimental setup.

Figure 2. Cross-section of the piston driver unit to launch an initial pressure pulse where the
pressurised air stored in the high-pressure chamber is released into the cylinder by opening
the mechanical valve to accelerate the piston forward. The piston is decelerated to stop by the
friction with the annular sheet of urethane rubber.

3.1. Tube

Two tubes are prepared, one with the array of resonators and the other without it.
Both tubes are otherwise identical in geometry. Each tube is straight and of length
10.6 m, with circular cross-section of inner diameter 2R (=80 mm) and thickness
7.5 mm, and is made of stainless steel. The inner surface is polished very smoothly by
honing with surface roughness Rz (ISO4287) below 0.6 µm. One end of the tube is
closed by a flat plate while the other end is connected to the piston driver unit.

3.2. Piston driver unit

An initial pressure pulse is generated by driving a piston pneumatically in a cylinder.
Figure 2 illustrates the assembly of the driver unit manufactured by Taiyo Limited,
Osaka, Japan. It consists of a high-pressure chamber and a circular cylinder in which
a piston is housed. A part of the cylinder on the opening side (to be connected to
the tube) is lined with an annular sheet of urethane rubber whose inner surface is
tapered slightly with a stopper in the form of a step. The high-pressure chamber and
the cylinder are connected by a mechanical valve operated electromagnetically.

The volume of the high-pressure chamber is about 2 × 10−3 m3 and the pressure
stored in it is variable up to 0.5 MPa. The piston is of diameter 83 mm, of axial length
16 mm and of mass 0.163 kg, while the cylinder is of axial length 380 mm in total and
the sheet is of axial length 73 mm and of inner diameter 80 mm at the step. The initial
position of the piston can be varied in the cylinder. The final position at which the
piston stops in the cylinder depends on the initial pressure stored in the high-pressure
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Experiments and numerical simulations are carried out to verify the existence of the
acoustic solitary wave in an air-filled tube with an array of Helmholtz resonators
connected. Following up previous work (Sugimoto et al. 1999), the experiments are
improved by using a newly designed piston driver to launch an initially plane pressure
pulse and also by extending the tube length from 7.4 m to 10.6 m. To highlight
the effect of the array of resonators, the case with no array is also examined in
parallel. Direct and indirect checks are made to verify the existence of the solitary
wave. The former compares the profiles and propagation speeds of pulses measured
experimentally to the solitary-wave solution. The latter checks the validity of nonlinear
wave equations in describing real wave evolution in the tube. Solving an initial-value
problem numerically with weakly lossy effects of boundary layers and jet loss at
the throat of the resonator, comparison is made between measured and simulated
evolution. The validity of the equations in the lossy case is necessary to maintain the
existence of the solitary wave in the lossless limit. It is revealed that nonlinear wave
equations originally derived for unidirectional propagation in the tube can provide
a good description of the real evolution, with some allowance for phase shifts on
reflection at both ends of the tube. In particular, it turns out that the lossy effects
are described quantitatively well. By establishing the validity of the equations, it is
concluded that the acoustic solitary wave exists.

1. Introduction
The discovery of the acoustic solitary wave in air has attracted much attention

(Physical Review Focus 1999; Hellemans 1999; Weiss 1999). This is perhaps because
it originates in the study of the practical problem of suppressing shock in tunnels
(Sugimoto 2001) and also academically because nonlinear acoustic waves usually
evolve into shocks and no solitary waves have so far been believed to exist in air.
This belief has been endorsed by the fact that air is a dissipative medium, not a
dispersive one favourable to the generation of the solitary wave. In fact, it is still true
that no solitary waves exist in open air.

As dispersion of acoustic waves is brought about by the presence of a boundary, a
guided wave propagation is necessary if the solitary waves are to be generated. But
weak dispersion resulting from non-uniformity of the cross-section of a tube or a
hereditary effect due to a boundary layer on the tube wall fails to yield the solitary
wave. But it has been revealed in theory that when a tube has a spatially periodic
structure by connecting an array of Helmholtz resonators appropriately, acoustic
solitary waves can be propagated (Sugimoto 1992, 1996). To confirm the theoretical
findings, experiments have been performed (Sugimoto et al. 1999). This paper follows
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Figure 11. Relation between the dimensionless half-width ω0/ωh and the peak pressure p′
p/p0

for the pulses labelled 0, 1, 2, . . . in figure 9 where the open symbols indicate the measured
data for the initial pressure in the high-pressure chamber set at 0.2, 0.3, 0.4 and 0.5MPa, while
the solid symbols indicate, respectively, the peak pressure and half-width of the initial pulses
observed at x = 0.4 m, and the solid line represent the theoretical relation for the solitary wave.

For κ = 0.198, the peak pressure should be below 0.308p0 for the limiting solitary
wave. The solid line represents the theoretical value of ω0/ωh [=#ζ = 2F(f+/2)]
calculated by (2.10). Since the peak pressure decreases in the course of propagation,
the data indicated by the same symbol move leftward as the label n (n = 0, 1, 2, . . .)
is increased. The initial profiles are obviously different from those of the solitary
waves, whereas all initial values are close to the theoretical curve, but they first depart
from the theoretical curve and then approach it again. Thus it may be said that the
measured data agree well with the theory as p′

p/p0 becomes smaller. The relation
of the inverse square of the peak pressure is seen to be satisfied. But as the peak
pressure becomes large, there is a discrepancy, which will turn out to be attributed to
the jet loss.

6.2. Comparison of the propagation speeds

Next the propagation speed is checked. The speed is calculated by measuring the
elapsed time for which the pulse travels a certain distance, and then dividing the
distance with the time. For this purpose, new measurements are taken at two positions
x = 6 m and x =6.8 m. These positions are chosen in view of the distribution of
resonators in figure 4. The resonators in 6 m< x < 6.8 m are uniformly distributed
and have volume equal to the mean value 49.8 cm3. The speed is calculated by
following the method used in measuring the half-width. Identifying two instants when
the pressure takes half the value of the peak, the mid-time between them is sought
for each pulse measured at x = 6 m and x = 6.8 m. Thus the elapsed time for two
mid-times is obtained so that the propagation speed is calculated by dividing the
distance 0.8 m with this time.

Since the propagation speed v is close to the sound speed, deviation from it is
important. For the solitary wave, v is given by a0/(1 + κs/2), and fraction (a0 − v)/a0

is expressed in terms of s given by (6.1) as

a0 − v

a0
=

κs

2 + κs
. (6.2)

Figure 12 shows the relation between the fraction (a0 − v)/a0 and the peak pressure
p′

p/p0 where the measured data are marked by the symbols and the theoretical
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Figure 15. Comparison of the temporal profiles of the excess pressure p′/p0 simulated at
X = X0, X1, . . . , X5 and measured at x = 5.2 m where the smooth and jagged lines represent
the simulated and measured profiles, respectively, and the retarded time measures θ/ω0 for the
simulation and t − (lM + 2nl)/a0 for the pulse labelled n (n = 0, 1, 2, . . . , 5) in figure 9.

lag. It is conjectured that the discrepancy between the data of the largest strength and
the theory might result from the fact that the initial profile measured in figure 7(a) is
not well approximated by the fitted function (7.3) in the vicinity of the peak. Making
allowances for this and the phase lag, it may be said that the experimental results are
simulated quantitatively very well. Thus validity of (2.6) without ∂g/∂θ is justified.

7.3. Results for the case with the array of resonators

Next we solve the initial-value problem of (2.5) and (2.6) subject to the initial condition
(7.3) corresponding to the pressure profile in figure 7(b). The fitting values for the
profile are tabulated in table 2, while the experimental condition is given in table 3
in the row designated by Case W. Figure 15 compares the results of simulation
with those measured at x =5.2 m. The temporal profiles of p′/p0 simulated at
X = Xn = 2.086 +9.258n (n= 0, 1, 2, . . . , 5) are depicted in figure 15(a) to figure 15(f ),
respectively, as smooth lines where the abscissa measures the dimensional retarded
time θ/ω0. The corresponding measured profiles are indicated by the jagged lines
where the retarded time is taken as t − (lM +2nl)/a0 for the pulse labelled n. It is
found that the measured profiles are well simulated, but they are subject to a phase
lead this time. This is conjectured to be brought about by reflection at both ends.
For head-on collision of two identical solitons, it is known that they are subjected to
a repulsive force so that the phase lead occurs (Oikawa & Yajima 1973). Except for
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FIG. 1: Schematic illustration of the experimental setup.

tion of a nonlinear lattice model, which is studied numerically
and analytically. In the numerical simulations, using initial
conditions relevant to our experiments, we are able to repro-
duce soliton profiles and characteristics (speed, width, etc) in
a good agreement with the experimental observations. Fur-
thermore, employing the continuum approximation, we study
analytically the lattice model, and show that it is intimately
related (in proper temporal and spatial scales) to models that
have been studied in the past in other branches of physics:
these include a Boussinesq-type model and a KdV equation
(originally used to describe shallow water waves [3, 4], waves
in plasmas [5], solitons in electrical TLs [2], etc), as well as
a nonlinear Schrödinger (NLS) equation (describing deep wa-
ter waves [3, 4], optical solitons [1–3, 6], dynamics of BEC
[7], etc). This way, we derive approximate pulse-like solitons
of the Boussinesq and KdV type, as well as bright and dark
envelope solitons satisfying an effective NLS equation. In all
cases, we identify parameter regimes where different types of
solitons can be formed, and present numerical results that are
found to be in an excellent agreement with the analytical pre-
dictions.
The paper is structured as follows. In Section II, we de-

scribe the experimental setup and present experimental re-
sults for the formation of acoustic solitons in the 1D lattice
of Helmholtz resonators. We also introduce our model and,
by employing the TL approach, derive the nonlinear lattice
equation and compare numerical findings for the latter with
relevant experimental results. Section III is devoted to our an-
alytical study: there, we present the various types of solitons
that can be formed in our setting, identify relevant parame-
ter regimes and spatio-temporal scales, and investigate their
propagation characteristics. Finally, in Section IV we present
our conclusions and discuss future research directions.

II. THE HELMHOLTZ RESONATOR LATTICE

A. Experimental setup and observations

We start by presenting our experimental setup, which con-
sists of a long cylindrical waveguide, of length L = 6 m,
with a cross-section S = πR2 with an inner radius R =
25× 10−3 m and a 5× 10−3 m thick wall. This waveguide is
connected to an array of 60 Helmholtz resonators, which are
periodically distributed. The distance between two consecu-
tive resonators is d = 0.1 m. Each resonator is composed by
a neck (cylindrical tube with an inner radius r = 10×10−3 m

and a length " = 20 × 10−3 m) and a variable length cavity
(cylindrical tube with an inner radius rv = 21.5 × 10−3 m
and a maximum length h = 165 × 10−3 m). Notice that the
end of the waveguide, located at d/2 from the last resonator,
is rigidly closed.
The input signal is generated by the explosion of a balloon.

The balloon is located at 20 cm of the lattice into a waveguide
connected to the main tube and is inflated until its explosion.
The produced acoustic wave is measured with 2 PCB 106B
microphones, carefully calibrated, which are located 20 cm in
front of the lattice and at the end of lattice (the microphone
is embedded in the rigid end); recall that the propagation dis-
tance isL = 6.2m. The experimental setup is shown in Fig. 1.
Figure 2(a) shows the temporal profiles of the normalized

acoustic pressure measured at the first microphone located
20 cm before the first resonator (x = 0 m). The input sig-
nal, generated by the balloon explosion, can be described by
a gate-signal with a large amplitude (around 30 kPa) and a
width around 1.5 ms. Figures 2(b), 2(c) and 2(d) present the
temporal profiles of the acoustic pressure measured after a 6m
propagation in the Helmholtz resonators lattice (x = 6.2 m)
for the cases of h = 0.02 m, h = 0.07 m and h = 0.165 m
respectively. Oppositely to the case of a waveguide without
resonators where a shock wave is formed [13, 26], we observe
the propagation of a wave with a smooth shape through the
lattice. The characteristics of this wave, namely shape, ampli-
tude and velocity, are strongly dependent on the cavity length
of the resonators, which defines the dispersion characteristics
of the lattice (see Sec. III.B). As it is seen, for h = 0.07m and
h = 0.165m, the wave shape is clearly symmetrical, while for
h = 0.02 m this is not the case. Generally, it is observed that
the competition between nonlinearities (due to a cumulative
effect occurring for large amplitude pulse input) and disper-
sion in the medium (due to the presence of Helmholtz res-
onators) produces waves of constant shape, with amplitude
dependent velocity, which are in fact acoustic solitons (note
that we use the term “soliton” in a loose sense, without imply-
ing complete integrability [3]).

B. The discrete model: transmission line approach

Next, in order to model our system and provide theoreti-
cal results for the above experimental observations of acoustic
solitons, we will employ the TL approach. Our starting point
relies on the consideration of an ideal fluid, and use of the
fluid-dynamic equations, neglecting viscosity and other dissi-
pative terms. If we restrict our analysis to 1D flow – as in the
case of the experimental results of Fig. 2 – wave propagation
is described by the following equations:

∂$

∂t
+

∂

∂x
($v) = 0, (1)

∂v

∂t
+ v

∂v

∂x
= −

1

$

∂p

∂x
, (2)

where $(p, s) is the fluid mass density, s is the entropy, v is
the acoustic fluid velocity and p is the acoustic pressure. We

m2 
m1 k2 

m2 
k2 
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m1 
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advances are exponentially growing, and these nonlinear phenomena have not only been 
studied in great detail, but are already employed in many applications and consumer products.  
Waveguide acoustics offer a rather unexplored physical setting to observe dispersive nonlinear 
waves and seek for potential applications.  
 

Acoustic nonlinear dispersive waves in a lattice of Helmholtz resonators 
In this direction, in Ref. [4] we reported the experimental observation of nonlinear dispersive 
acoustic pulses, generated by a large amplitude source, in a waveguide with side-loaded 
Helmholtz resonators (Fig. 3, top right).  Following a transmission line approach, we obtain an 
approximate nonlinear equation of motion for the acoustic field in the waveguide, verified by 
numerical simulations compared to the experiment. The model also reproduces the dispersion 
relation (Fig. 3, bottom left panel).  The derived model for sufficiently small amplitude pulses, 
and at long wavelengths, can be effectively described by a KdV equation (similar to the 
previous results of Sugimoto) and solitary waves can be obtained. Furthermore, using a 
reductive perturbation method, I was able to reduce the discrete model, at specific length and 
time scales, to an effective NLS equation, describing the evolution of envelope pulses among 
other phenomena. Depending on the group-velocity dispersion sign, different nonlinear wave 
solutions are found in the form of either bright or dark solitons. These are nonlinear envelope 
wavepackets which propagate without dispersion shown in the bottom right panels of Fig. 4. 

 

 

 

 

 

 
 
 
 

 

 

Figure 3: (Top left) Experimentally obtained profile of the pressure in experiments using a ballon explosion to create a 
large amplitude acoustic pulse (a) shows the for of the initial pulse while (b), (c) and (d) show the pulse profile at a 
distance of 5m away from the source for different Helmholtz resonators. (Bottom left) shows the dispersion relation of 
the lattice of Helmholtz resonators for three different values of the resonator cavity length h. (Top right panel) The 
setup composed by a cylindrical waveguide, side-loeaded with a lattice of resonators. (bottom right) An example of an 
envelope pulse in the form of a bright soliton obeying the NLS. 

 
Lattice of elastic membranes: second harmonic generation and dispersion 
Following this work, in Ref. [5] we studied a different acoustic settingwhich supports nonlinear 
dispersive waves. This corresponds to a tube loaded by clumped elastic plates [see Fig. 4 (a)], 
and for this system we used the transmission line approach to derive a dispersive nonlinear 
model equation. Using the latter we where able to capture analytically the linear dispersion 
relation shown in Fig. 4 (b), (for sufficiently low frequencies). Furthermore we observed and 
analytically described the generation of the second harmonic, showing how the dispersion can 
be used to tune the space beatings of the higher harmonics. 
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quantities, namely the variation of sound veloc-
ity with pressure and temperature. Introducing the
definition of the sound velocity the following formu-
lation chain holds: (∂2 p/∂"2)s,"="0 = (∂c2/∂")s,"="0 =
2c0(∂c/∂")s,"="0 = 2c0(∂c/∂p)s,p=p0 (∂p/∂")s,"="0 =
2c3

0(∂c/∂p)s,p=p0 . Insertion of this result into (8.9)
yields

B = "2
0

(
∂2 p
∂"2

)

s,"="0

= 2"2
0c3

0

(
∂c
∂p

)

s,p=p0

(8.14)

and into (8.13) results in
B
A

= 2"0c0

(
∂c
∂p

)

s,p=p0

. (8.15)

Here B/A is essentially given by the variation of
sound velocity c with pressure p at constant entropy
s. This quantity can be measured with sound waves
when the pressure is varied sufficiently rapidly but still
smoothly (no shocks) to maintain isentropic conditions.

Equation (8.15) can be transformed further [8.44,53]
using standard thermodynamic manipulations and def-
initions. Starting from c = c(p, t, s = const.) it follows
that dc = (∂c/∂p)T,p=p0 dp+ (∂c/∂p)p,T=T0 dT or

(
∂c
∂p

)

s,p=p0

=
(
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T,p=p0

+
(

∂c
∂T

)

p,T=T0

(
∂T
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)

s,p=p0

.

(8.16)

From the general thermodynamic relation Tds =
cpdT − (αT /")Tdp = 0 for the isentropic case the re-
lation(

∂T
∂p

)

s,p=p0

= T0αT

"0cp
. (8.17)

follows, where

αT = 1
V

(
∂V
∂T

)

p,T=T0

= − 1
"0

(
∂"

∂T

)

p,T=T0

(8.18)

is the isobaric volume coefficient of the thermal expan-
sion and cp is the specific heat at constant pressure of
the liquid. Insertion of (8.17) into (8.16) together with
(8.15) yields

B
A

= 2"0c0

(
∂c
∂p

)

T,p=p0

+2
c0T0αT

"0cp

(
∂c
∂T

)

p,T=T0

. (8.19)

This form of B/A divides its value into an isothermal
(first) and isobaric (second) part. It has been found that
the isothermal part dominates.

For liquids, B/A mostly varies between 2 and 12.
For water under normal conditions it is about 5. Gases
(with B/A smaller than one, see before) are much less
nonlinear than liquids. Water with gas bubbles, however,
may have a very large value of B/A, strongly depending
on the volume fraction, bubble sizes and frequency of
the sound wave. Extremely high values on the order of
1000 to 10 000 have been reported [8.54, 55]. Tables
with values of B/A for a large number of materials can
be found in [8.43, 44].

As water is the most common fluid two tables
(Table 8.1, 2) of B/A for water as a function of tem-
perature and pressure are given (see also [8.56]). Two
more tables (Table 8.3, 4) list B/A values for organic liq-
uids and for liquid metals and gases, both at atmospheric
pressure.

8.4 The Coefficient of Nonlinearity β

In a sound wave the propagation velocity dx/dt of
a quantity (pressure, density) as observed by an out-
side stationary observer changes along the wave. As
shown by Riemann [8.57] and Earnshaw [8.58], for
a forward-traveling plane wave it is given by

dx
dt

= c+u , (8.20)

c being the sound velocity in the medium without the
particle velocity u introduced by the sound wave. The
sound velocity c is given by (8.1), c2 = (∂p/∂")s , and
contains the nonlinear properties of the medium. It is

customary to incorporate this nonlinearity in (8.20) in
a second-order approximation as [8.59, 60]

dx
dt

= c0 +βu , (8.21)

introducing a coefficient of nonlinearity β. Here c0 is the
sound velocity in the limit of vanishing sound pressure
amplitude. The coefficient of nonlinearity β is related to
the parameter of nonlinearity B/A as derived from the
Taylor expansion of the isentropic equation of state [8.7]
via

β = 1+ B
2A

. (8.22)
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This form of B/A divides its value into an isothermal
(first) and isobaric (second) part. It has been found that
the isothermal part dominates.

For liquids, B/A mostly varies between 2 and 12.
For water under normal conditions it is about 5. Gases
(with B/A smaller than one, see before) are much less
nonlinear than liquids. Water with gas bubbles, however,
may have a very large value of B/A, strongly depending
on the volume fraction, bubble sizes and frequency of
the sound wave. Extremely high values on the order of
1000 to 10 000 have been reported [8.54, 55]. Tables
with values of B/A for a large number of materials can
be found in [8.43, 44].

As water is the most common fluid two tables
(Table 8.1, 2) of B/A for water as a function of tem-
perature and pressure are given (see also [8.56]). Two
more tables (Table 8.3, 4) list B/A values for organic liq-
uids and for liquid metals and gases, both at atmospheric
pressure.

8.4 The Coefficient of Nonlinearity β

In a sound wave the propagation velocity dx/dt of
a quantity (pressure, density) as observed by an out-
side stationary observer changes along the wave. As
shown by Riemann [8.57] and Earnshaw [8.58], for
a forward-traveling plane wave it is given by

dx
dt

= c+u , (8.20)

c being the sound velocity in the medium without the
particle velocity u introduced by the sound wave. The
sound velocity c is given by (8.1), c2 = (∂p/∂")s , and
contains the nonlinear properties of the medium. It is

customary to incorporate this nonlinearity in (8.20) in
a second-order approximation as [8.59, 60]

dx
dt

= c0 +βu , (8.21)

introducing a coefficient of nonlinearity β. Here c0 is the
sound velocity in the limit of vanishing sound pressure
amplitude. The coefficient of nonlinearity β is related to
the parameter of nonlinearity B/A as derived from the
Taylor expansion of the isentropic equation of state [8.7]
via

β = 1+ B
2A

. (8.22)
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propagation velocity depends on particle velocity
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FIG. 2: Panel (a) shows the initial acoustic pressure, measured at
x = 0 m. Panels (b), (c) and (d) show, respectively, the acoustic
pressure measured at the end of the lattice (x = 6.2 m) for resonator
cavity length h = 0.02 m, h = 0.07 m, and h = 0.165 m.

assume that the entropy s is constant, while the mass den-
sity ! and wave celerity c ≡ (∂p/∂!)1/2 are considered as
functions of the total pressure p. Accordingly, the acoustic
fluid velocity v can can be written as a single-valued function
of the pressure p so that ∂v/∂t = (dv/dp) ∂p/∂t. We wish
to model the acoustic propagation along the waveguide in the
low frequency regime, where only plane waves can propagate,
by means of the electro-acoustic analogy [25]. Considering
the long-wavelength limit, the mass conservation and Euler’s
equations (1)-(2) between two points separated by dx (much
smaller than the acoustic wavelength) can be approximated as:

un = Cw
∂pn+1

∂t
+ un+1, (3)

pn = Lw
∂un+1

∂t
+ pn+1, (4)

where u is the acoustic volume velocity and the subscripts n
and n + 1 are related, respectively, to left and right side of
the tube at some point dx. According to the electrical anal-
ogy, the propagation along a unit-cell with length dx can be
modelled by a simple electrical circuit for the “current” un

and the “voltage” pn, consisting of an inductance Lw and a
capacitance Cw. In the linear regime, these are given by:

Lw0 = !0dx/S, Cw0 = Sdx/!0c
2
0, (5)

where !0 is the density evaluated at the equilibrium state, c0
is the speed of sound. Notice that in the nonlinear regime
Lw and Cw can define a wave celerity as c2NL = 1/LwCw.
For our analysis below, we will assume that the inductance is
linear, Lw = Lw0, while the capacitance defined as Cw =
Sdx/!0c2NL is nonlinear, depending on the pressure p; this
choice, relies on the approximation that (to a first order) the
density does not depend on p, while the wave celerity cNL

depends on p.
In order to model the experimental setup that incorporates

the Helmholtz resonators, we will include an additional paral-

FIG. 3: The unit-cell circuit of the nonlinear Helmholtz lattice model.

lel branch in the unit-cell circuit, composed by a serial combi-
nation of an inductance LH and a capacitance CH , as shown
in Fig. 3. We consider the response of the Helmholtz res-
onators to be linear. Nonlinearity originates only from the
large amplitude acoustic propagation within the waveguide.
Thus, in the low frequency approximation, the relevant in-
ductance and capacitance are given by LH = !0#/Sn and
CH = VH/!0c20, respectively, where #, Sn and VH are the
length and the cross-sectional area of the resonator neck, and
the total volume of the resonator cavity, respectively. Notice
that, by including a resonator in each unit-cell, it is natural to
set dx = d (recall that d is the distance between two succes-
sive resonators).
Using the unit-cell circuit of Fig. 3, we can now use Kirch-

hoff’s voltage and current laws and derive an evolution equa-
tion for the pressure pn in the n-th cell of the lattice. Let us
first consider the Kirchhoff’s voltage law for two successive
cells, which yields:

pn−1 − pn = Lw
d

dt
un, (6)

pn − pn+1 = Lw
d

dt
un+1. (7)

Subtracting the above equations, we obtain the difference
equation:

δ̂2pn = L̂(un − un+1), (8)

where δ̂2pn ≡ pn+1 − 2pn + pn−1 and L̂ ≡ Lwd/dt. On the
other hand, Kirchhoff’s current law yields:

un − un+1 =
d

dt
(Cwpn) + P̂−1 dpn

dt
, (9)

where the first and second terms in the right-hand side de-
note the currents across the capacitanceCw and the Helmholtz
branch, respectively, with P̂−1 being the inverse of the opera-
tor P̂ ≡ LHd2/dt2 + 1/CH .
Substituting Eq. (9) into Eq. (8), we obtain the following

equation for the pressure pn:

LwCH
d2pn
dt2

−
(

1 + LHCH
d2

dt2

)

δ̂2pn

+ Lw
d2

dt2

(

1 + LHCH
d2

dt2

)

(Cwpn) = 0, (10)

where it is reminded that the capacitance Cw depends on the
pressure. In order to quantify this dependence, and take into
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FIG. 1: Schematic illustration of the experimental setup.

tion of a nonlinear lattice model, which is studied numerically
and analytically. In the numerical simulations, using initial
conditions relevant to our experiments, we are able to repro-
duce soliton profiles and characteristics (speed, width, etc) in
a good agreement with the experimental observations. Fur-
thermore, employing the continuum approximation, we study
analytically the lattice model, and show that it is intimately
related (in proper temporal and spatial scales) to models that
have been studied in the past in other branches of physics:
these include a Boussinesq-type model and a KdV equation
(originally used to describe shallow water waves [3, 4], waves
in plasmas [5], solitons in electrical TLs [2], etc), as well as
a nonlinear Schrödinger (NLS) equation (describing deep wa-
ter waves [3, 4], optical solitons [1–3, 6], dynamics of BEC
[7], etc). This way, we derive approximate pulse-like solitons
of the Boussinesq and KdV type, as well as bright and dark
envelope solitons satisfying an effective NLS equation. In all
cases, we identify parameter regimes where different types of
solitons can be formed, and present numerical results that are
found to be in an excellent agreement with the analytical pre-
dictions.
The paper is structured as follows. In Section II, we de-

scribe the experimental setup and present experimental re-
sults for the formation of acoustic solitons in the 1D lattice
of Helmholtz resonators. We also introduce our model and,
by employing the TL approach, derive the nonlinear lattice
equation and compare numerical findings for the latter with
relevant experimental results. Section III is devoted to our an-
alytical study: there, we present the various types of solitons
that can be formed in our setting, identify relevant parame-
ter regimes and spatio-temporal scales, and investigate their
propagation characteristics. Finally, in Section IV we present
our conclusions and discuss future research directions.

II. THE HELMHOLTZ RESONATOR LATTICE

A. Experimental setup and observations

We start by presenting our experimental setup, which con-
sists of a long cylindrical waveguide, of length L = 6 m,
with a cross-section S = πR2 with an inner radius R =
25× 10−3 m and a 5× 10−3 m thick wall. This waveguide is
connected to an array of 60 Helmholtz resonators, which are
periodically distributed. The distance between two consecu-
tive resonators is d = 0.1 m. Each resonator is composed by
a neck (cylindrical tube with an inner radius r = 10×10−3 m

and a length " = 20 × 10−3 m) and a variable length cavity
(cylindrical tube with an inner radius rv = 21.5 × 10−3 m
and a maximum length h = 165 × 10−3 m). Notice that the
end of the waveguide, located at d/2 from the last resonator,
is rigidly closed.
The input signal is generated by the explosion of a balloon.

The balloon is located at 20 cm of the lattice into a waveguide
connected to the main tube and is inflated until its explosion.
The produced acoustic wave is measured with 2 PCB 106B
microphones, carefully calibrated, which are located 20 cm in
front of the lattice and at the end of lattice (the microphone
is embedded in the rigid end); recall that the propagation dis-
tance isL = 6.2m. The experimental setup is shown in Fig. 1.
Figure 2(a) shows the temporal profiles of the normalized

acoustic pressure measured at the first microphone located
20 cm before the first resonator (x = 0 m). The input sig-
nal, generated by the balloon explosion, can be described by
a gate-signal with a large amplitude (around 30 kPa) and a
width around 1.5 ms. Figures 2(b), 2(c) and 2(d) present the
temporal profiles of the acoustic pressure measured after a 6m
propagation in the Helmholtz resonators lattice (x = 6.2 m)
for the cases of h = 0.02 m, h = 0.07 m and h = 0.165 m
respectively. Oppositely to the case of a waveguide without
resonators where a shock wave is formed [13, 26], we observe
the propagation of a wave with a smooth shape through the
lattice. The characteristics of this wave, namely shape, ampli-
tude and velocity, are strongly dependent on the cavity length
of the resonators, which defines the dispersion characteristics
of the lattice (see Sec. III.B). As it is seen, for h = 0.07m and
h = 0.165m, the wave shape is clearly symmetrical, while for
h = 0.02 m this is not the case. Generally, it is observed that
the competition between nonlinearities (due to a cumulative
effect occurring for large amplitude pulse input) and disper-
sion in the medium (due to the presence of Helmholtz res-
onators) produces waves of constant shape, with amplitude
dependent velocity, which are in fact acoustic solitons (note
that we use the term “soliton” in a loose sense, without imply-
ing complete integrability [3]).

B. The discrete model: transmission line approach

Next, in order to model our system and provide theoreti-
cal results for the above experimental observations of acoustic
solitons, we will employ the TL approach. Our starting point
relies on the consideration of an ideal fluid, and use of the
fluid-dynamic equations, neglecting viscosity and other dissi-
pative terms. If we restrict our analysis to 1D flow – as in the
case of the experimental results of Fig. 2 – wave propagation
is described by the following equations:

∂$

∂t
+

∂

∂x
($v) = 0, (1)

∂v

∂t
+ v

∂v

∂x
= −

1

$

∂p

∂x
, (2)

where $(p, s) is the fluid mass density, s is the entropy, v is
the acoustic fluid velocity and p is the acoustic pressure. We
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FIG. 4: Top panel: Initial condition p0 used for the numerical inte-
gration of Eq. (13). Rest of the panels (time shifted by 0.9 ms –see
text) show the pressure at n = 60 as a function of time, for the same
value of the cavity length as in the respective experimental data (cf.
Fig. 2).

shallow water [3, 4], but later was used in studies of solitons
in different contexts, including electrical TLs [2]. In our case,
the dispersion terms of Eq. (17) are due to the presence of
Helmholtz resonators, and their strength is measured by the
dimensionless parameter Ω. The strength of the nonlinear
terms, on the other hand, is set by the parameter ε. Notice that
in the absence of the Helmholtz resonators, i.e., for ω0 → ∞
and κ = 0 (i.e., Ω = 0 and α = 1), Eq. (17) is reduced to the
well-known Westervelt equation, which is a common nonlin-
ear model describing 1D acoustic wave propagation [27].

B. Linear theory

We start by considering the linear limit of Eq. (17) and the
respective dispersion relation. Note that in the limit of ε → 0,
Eq. (17) is reduced to the linear wave equation (in the lossless
case) studied in Ref. [28] (see Eq. (61) of this work).
Assuming propagation of plane waves in the lattice, of the

form P ∝ exp[i(kχ − ωτ)], we obtain the following disper-
sion relation connecting the wavenumber k and frequency ω:

D(ω, k) ≡ k2 − ω2 − Ω2(k2ω2 − αω4) = 0. (18)

Since all quantities in the above dispersion relation are di-
mensionless, it is also relevant to express Eq. (18) in physi-
cal units. In particular, taking into regard that the frequency
ωph and wavenumber kph in physical units are connected with
their dimensionless counterparts through ω = ωph/ω̃0 and
k = kphc0

√
α/ω̃0, we can express Eq. (18) in the following

form:

k2ph −
ω2
ph

c20α
−

1

ω2
0

(

k2phω
2
ph −

ω4
ph

c20

)

= 0. (19)

Solving Eq. (19) analytically with respect to kph, we can then
determine the frequency f = ωph/2π as a function of the
normalized wavenumber kphd, and plot the resulting disper-
sion relation. The relevant result is depicted in Fig. 5 by

FIG. 5: (Color online) The dispersion relation, expressed in physical
units, as obtained via Eq. (20) [solid (green) line], for three different
values of the Helmholtz resonator cavity length h. This result is com-
pared to the approximate one of Eq. (19) [dotted (black) line]. The
lower and upper horizontal dashed (red) lines depict the Helmholtz
resonance frequency f0 ≡ ω0/2π, and the Bragg frequency fB , re-
spectively. Note that f0 takes the values 1270 Hz (h = 0.02 m),
679 Hz (h = 0.07), and 442 Hz (h = 0.165 m), while in all cases
fB is fixed from the lattice constant d = 0.1 m, and takes the value
fB = c0/2d = 1720 Hz.

the dotted (black) line, for the three different values of the
Helmholtz resonator cavity length h used in the experiment,
namely h = 0.02 m, h = 0.07 m and h = 0.165 m.
On the other hand, the solid (green) line in the same figure

shows the respective result (for the lossless case under consid-
eration) for the dispersion relation, as obtained using Bloch
theory and the transfer matrix method [28]:

cos(kphd) = cos

(

ωph

c0
d

)

+ i
Z0

2Zb
sin

(

ωph

c0
d

)

, (20)

where Zb is the input impedance of the Helmholtz res-
onator branch, and Z0 = (0c0/S the acoustic characteris-
tic impedance of the waveguide; for the lossless case Zb =
i(ωphLH − 1/ωphCH). Note that, in the linear regime, the
transmission line approach to acoustic waveguides with pe-
riodically arranged Helmholtz resonators, has also been pro-
posed and discussed in other works (see, e.g., Refs. [22, 23]).
The dispersion relation (20) obviously reflects the period-

icity of the system, featuring a band-gap structure. This be-
comes clear upon observing the upper gap shown in Fig. 5,
which originates from Bragg-type constructive interference
of reflections, and is characterized by the Bragg frequency
fB = c0/2d; the latter is equal to 1720 Hz for our setting,
and is depicted by the upper dashed (red) lines in the three
panels of Fig. 5. In addition, the dispersion relation features
still another gap (usually called “resonator” or “hybridization”
band gap), originating from Fano resonances/interference, due
to the presence of the Helmholtz resonators. This gap is
around the resonance frequency of the Helmholtz resonator,
f0 = ω0/2π, which is chosen to be sufficiently smaller than
the Bragg frequency fB; such a choice is possible by properly
fixing the cavity length h. The location of f0 for the three
different values of h that are used in the experiment is de-
picted by the lower dashed (red) lines in the three panels of
Fig. 5. Observing the structure of the first (lower) band, it
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account the nonlinear processes in the propagation, we can
add a nonlinear term in the celerity as [25, 27]:

cNL ≈ c0(1 + β0p/"0c
2
0), (11)

where c0 = 343.26 m/s is the speed of sound at room tem-
perature, and β0 = 1.2 for the case of air. Then, the second
of Eqs. (5) leads to the following pressure-dependent capaci-
tance Cw:

Cw(pn) ≈ Cw0 + C ′
wpn, (12)

where Cw0 = Sd/"0c20 is a constant capacitance (relevant to
the linear case) and C ′

w = −2 β0

"0c20
Cw0. Substituting Eq. (12)

into Eq. (10), we obtain the equation:

d2pn
dt2

− c20
κd2

(
1 +

1

ω2
0

d2

dt2

)
δ̂2pn

+
1

κ

d2

dt2

(
1 +

1

ω2
0

d2

dt2

)[
pn

(
1− 2

β0

"0c20
pn

)]
= 0, (13)

where ω0 = c0
√

Sn/Svh& is the Helmholtz resonance fre-
quency (Sn = πr2 and Sv = πr2v are the cross-sectional ar-
eas of the resonator neck and cavity, respectively), κ = VH/V
is a geometrical factor (ratio of the volume of the Helmholtz
resonator VH over the tube volume V in a unit cell of length
d, and we have used the following equations connecting the
transmission line parameters with the acoustic waveguide
characteristics:

LwCH =
κ

d2c20
, LHCH =

1

ω2
0

, LwCw0 =
d2

c20
, (14)

where Lw is also evaluated at " = "0. The above nonlinear
dynamical lattice equation is one of the main results of the
present work: it describes the propagation of acoustic waves
in a tube with an array of Helmholtz resonators. This sim-
plified model will be used below in order to derive analytical
solitary wave solutions that are supported in this setting –as is
also evident from the experimental results shown in Fig. 2.

C. Comparison with the experiment

Let us now proceed by comparing results that can be de-
rived in the framework of the lattice model (13) with the ex-
perimental results presented above.

We numerically integrate Eq. (13) by means of a 4th-order
Runge-Kutta method, using an initial condition similar to the
experiments, as shown in the top panel of Fig. 2. In particular,
we use a super-Gaussian pulse of the form

pn=0(t) = A exp
[
− ((t− t0)/w0)

16
]
, (15)

of amplitude A = 30 kPa and width w0/2 = 400 Hz. The val-
ues of the coefficients of the various terms of Eq. (13) depend
actually only on the cavity length h, since all other parameters
are fixed.

The results of the direct numerical simulations, correspond-
ing to the three different cavity lengths used in the experiment
(h = 0.02, 0.07, 0.165 m), are shown in Fig. 4. In all cases
shown in panels (b)-(d) of Fig. 4, the profile of each pulse is
shown for the lattice cite n = 60, corresponding to a distance
6 m from the first resonator. The profiles in panels (b)-(d) are
time shifted by ∆t ≈ 0.9 ms corresponding to the propagat-
ing time needed for the initial pulse to reach the first resonator;
this is done to facilitate direct comparison with the experimen-
tal results of Fig. 2.

Comparing corresponding panels of Figs. 2 and 4 for each
of the three different values of h, it is seen that the solitary
waves obtained numerically via Eq. (13) have approximately
the same width as those observed in the experiment. Notice
that quantitative differences between numerical and experi-
mental soliton amplitudes, as well as the presence of “tails”
attached to the solitons (which are absent in the experimental
data), may be qualitatively understood by (i) the presence of
losses in the experiment [which are not included in the sim-
plified model of Eq. (13)], and (ii) the fact that the initial con-
ditions used in the experiment and simulations are different.

In any case, the above comparison shows that Eq. (13) can
be used to describe, in a fairly good agreement with the ex-
periment, the formation of acoustic solitary waves. Below we
will show that, using this simplified model, we can obtain an-
alytically different types of acoustic solitons in different ex-
perimentally relevant regimes.

III. ACOUSTIC SOLITONS

A. The continuum approximation

For our analytical considerations, we will focus on the con-
tinuum limit of Eq. (13), corresponding to n → ∞ and d → 0
(but with nd being finite); in such a case, the pressure be-
comes pn(t) → p(x, t), where x = nd is a continuous vari-
able. Then, the difference operator δ̂2 is approximated by
δ̂2pn ≈ d2pxx, where terms of the order O(d4) and higher
are neglected, and subscripts denote partial derivatives. It is
also convenient to express our model in dimensionless form;
this can be done upon introducing the normalized variables χ
and τ and normalized pressure P [of order O(1)], which are
defined as follows:

τ = ω̃0t, χ =
ω̃0

c0
√
α
x,

p

p0
= εP, (16)

where ω̃0 is a characteristic spectral width or inverse temporal
width (which is set by the initial condition), p0 = "0c20/2β0,
α = 1/(1 + κ), and ε is a dimensionless small parameter
(ε & 1), defining the strength of the nonlinearity. In these
variables, the continuum limit of Eq. (13) reads:

Pττ − Pχχ − Ω2(Pχχττ − αPττττ )

− εα
[
(P 2)ττ + Ω2(P 2)ττττ

]
= 0, (17)

where Ω = ω̃0/ω0. Equation (17) is a Boussinesq-like model,
which has been originally proposed for studies of solitons in
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dt2
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dt2
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ues of the coefficients of the various terms of Eq. (13) depend
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The results of the direct numerical simulations, correspond-
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shown in panels (b)-(d) of Fig. 4, the profile of each pulse is
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ing time needed for the initial pulse to reach the first resonator;
this is done to facilitate direct comparison with the experimen-
tal results of Fig. 2.

Comparing corresponding panels of Figs. 2 and 4 for each
of the three different values of h, it is seen that the solitary
waves obtained numerically via Eq. (13) have approximately
the same width as those observed in the experiment. Notice
that quantitative differences between numerical and experi-
mental soliton amplitudes, as well as the presence of “tails”
attached to the solitons (which are absent in the experimental
data), may be qualitatively understood by (i) the presence of
losses in the experiment [which are not included in the sim-
plified model of Eq. (13)], and (ii) the fact that the initial con-
ditions used in the experiment and simulations are different.

In any case, the above comparison shows that Eq. (13) can
be used to describe, in a fairly good agreement with the ex-
periment, the formation of acoustic solitary waves. Below we
will show that, using this simplified model, we can obtain an-
alytically different types of acoustic solitons in different ex-
perimentally relevant regimes.
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A. The continuum approximation

For our analytical considerations, we will focus on the con-
tinuum limit of Eq. (13), corresponding to n → ∞ and d → 0
(but with nd being finite); in such a case, the pressure be-
comes pn(t) → p(x, t), where x = nd is a continuous vari-
able. Then, the difference operator δ̂2 is approximated by
δ̂2pn ≈ d2pxx, where terms of the order O(d4) and higher
are neglected, and subscripts denote partial derivatives. It is
also convenient to express our model in dimensionless form;
this can be done upon introducing the normalized variables χ
and τ and normalized pressure P [of order O(1)], which are
defined as follows:
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where ω̃0 is a characteristic spectral width or inverse temporal
width (which is set by the initial condition), p0 = "0c20/2β0,
α = 1/(1 + κ), and ε is a dimensionless small parameter
(ε & 1), defining the strength of the nonlinearity. In these
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advances are exponentially growing, and these nonlinear phenomena have not only been 
studied in great detail, but are already employed in many applications and consumer products.  
Waveguide acoustics offer a rather unexplored physical setting to observe dispersive nonlinear 
waves and seek for potential applications.  
 

Acoustic nonlinear dispersive waves in a lattice of Helmholtz resonators 
In this direction, in Ref. [4] we reported the experimental observation of nonlinear dispersive 
acoustic pulses, generated by a large amplitude source, in a waveguide with side-loaded 
Helmholtz resonators (Fig. 3, top right).  Following a transmission line approach, we obtain an 
approximate nonlinear equation of motion for the acoustic field in the waveguide, verified by 
numerical simulations compared to the experiment. The model also reproduces the dispersion 
relation (Fig. 3, bottom left panel).  The derived model for sufficiently small amplitude pulses, 
and at long wavelengths, can be effectively described by a KdV equation (similar to the 
previous results of Sugimoto) and solitary waves can be obtained. Furthermore, using a 
reductive perturbation method, I was able to reduce the discrete model, at specific length and 
time scales, to an effective NLS equation, describing the evolution of envelope pulses among 
other phenomena. Depending on the group-velocity dispersion sign, different nonlinear wave 
solutions are found in the form of either bright or dark solitons. These are nonlinear envelope 
wavepackets which propagate without dispersion shown in the bottom right panels of Fig. 4. 

 

 

 

 

 

 
 
 
 

 

 

Figure 3: (Top left) Experimentally obtained profile of the pressure in experiments using a ballon explosion to create a 
large amplitude acoustic pulse (a) shows the for of the initial pulse while (b), (c) and (d) show the pulse profile at a 
distance of 5m away from the source for different Helmholtz resonators. (Bottom left) shows the dispersion relation of 
the lattice of Helmholtz resonators for three different values of the resonator cavity length h. (Top right panel) The 
setup composed by a cylindrical waveguide, side-loeaded with a lattice of resonators. (bottom right) An example of an 
envelope pulse in the form of a bright soliton obeying the NLS. 

 
Lattice of elastic membranes: second harmonic generation and dispersion 
Following this work, in Ref. [5] we studied a different acoustic settingwhich supports nonlinear 
dispersive waves. This corresponds to a tube loaded by clumped elastic plates [see Fig. 4 (a)], 
and for this system we used the transmission line approach to derive a dispersive nonlinear 
model equation. Using the latter we where able to capture analytically the linear dispersion 
relation shown in Fig. 4 (b), (for sufficiently low frequencies). Furthermore we observed and 
analytically described the generation of the second harmonic, showing how the dispersion can 
be used to tune the space beatings of the higher harmonics. 

 

Electroacoustic analogue - Transmission line approach
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FIG. 2: Panel (a) shows the initial acoustic pressure, measured at
x = 0 m. Panels (b), (c) and (d) show, respectively, the acoustic
pressure measured at the end of the lattice (x = 6.2 m) for resonator
cavity length h = 0.02 m, h = 0.07 m, and h = 0.165 m.

assume that the entropy s is constant, while the mass den-
sity ! and wave celerity c ≡ (∂p/∂!)1/2 are considered as
functions of the total pressure p. Accordingly, the acoustic
fluid velocity v can can be written as a single-valued function
of the pressure p so that ∂v/∂t = (dv/dp) ∂p/∂t. We wish
to model the acoustic propagation along the waveguide in the
low frequency regime, where only plane waves can propagate,
by means of the electro-acoustic analogy [25]. Considering
the long-wavelength limit, the mass conservation and Euler’s
equations (1)-(2) between two points separated by dx (much
smaller than the acoustic wavelength) can be approximated as:

un = Cw
∂pn+1

∂t
+ un+1, (3)

pn = Lw
∂un+1

∂t
+ pn+1, (4)

where u is the acoustic volume velocity and the subscripts n
and n + 1 are related, respectively, to left and right side of
the tube at some point dx. According to the electrical anal-
ogy, the propagation along a unit-cell with length dx can be
modelled by a simple electrical circuit for the “current” un

and the “voltage” pn, consisting of an inductance Lw and a
capacitance Cw. In the linear regime, these are given by:

Lw0 = !0dx/S, Cw0 = Sdx/!0c
2
0, (5)

where !0 is the density evaluated at the equilibrium state, c0
is the speed of sound. Notice that in the nonlinear regime
Lw and Cw can define a wave celerity as c2NL = 1/LwCw.
For our analysis below, we will assume that the inductance is
linear, Lw = Lw0, while the capacitance defined as Cw =
Sdx/!0c2NL is nonlinear, depending on the pressure p; this
choice, relies on the approximation that (to a first order) the
density does not depend on p, while the wave celerity cNL

depends on p.
In order to model the experimental setup that incorporates

the Helmholtz resonators, we will include an additional paral-

FIG. 3: The unit-cell circuit of the nonlinear Helmholtz lattice model.

lel branch in the unit-cell circuit, composed by a serial combi-
nation of an inductance LH and a capacitance CH , as shown
in Fig. 3. We consider the response of the Helmholtz res-
onators to be linear. Nonlinearity originates only from the
large amplitude acoustic propagation within the waveguide.
Thus, in the low frequency approximation, the relevant in-
ductance and capacitance are given by LH = !0#/Sn and
CH = VH/!0c20, respectively, where #, Sn and VH are the
length and the cross-sectional area of the resonator neck, and
the total volume of the resonator cavity, respectively. Notice
that, by including a resonator in each unit-cell, it is natural to
set dx = d (recall that d is the distance between two succes-
sive resonators).
Using the unit-cell circuit of Fig. 3, we can now use Kirch-

hoff’s voltage and current laws and derive an evolution equa-
tion for the pressure pn in the n-th cell of the lattice. Let us
first consider the Kirchhoff’s voltage law for two successive
cells, which yields:

pn−1 − pn = Lw
d

dt
un, (6)

pn − pn+1 = Lw
d

dt
un+1. (7)

Subtracting the above equations, we obtain the difference
equation:

δ̂2pn = L̂(un − un+1), (8)

where δ̂2pn ≡ pn+1 − 2pn + pn−1 and L̂ ≡ Lwd/dt. On the
other hand, Kirchhoff’s current law yields:

un − un+1 =
d

dt
(Cwpn) + P̂−1 dpn

dt
, (9)

where the first and second terms in the right-hand side de-
note the currents across the capacitanceCw and the Helmholtz
branch, respectively, with P̂−1 being the inverse of the opera-
tor P̂ ≡ LHd2/dt2 + 1/CH .
Substituting Eq. (9) into Eq. (8), we obtain the following

equation for the pressure pn:

LwCH
d2pn
dt2

−
(

1 + LHCH
d2

dt2

)

δ̂2pn

+ Lw
d2

dt2

(

1 + LHCH
d2

dt2

)

(Cwpn) = 0, (10)

where it is reminded that the capacitance Cw depends on the
pressure. In order to quantify this dependence, and take into
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Figure 8. (a) The edge mode in the periodic case (without
disorder). (b-d) The edge modes for three di↵erent disorder
realizations of strength �S = 0.3 as obtained numerically.
(e) The eigenfrequency spectrum of a disorder realization as
a function of the disorder strength �S. (f) The probability
density of the eigenvalues for a set of 103 disorder realizations.

(N ! 1), one can define the localization length of the
zero-energy mode as

L�1 = � lim
n!1

1

n
ln

⇣
max

⇣
|Ãn|; |B̃n|

⌘⌘
, (30)

which from equation (29) gives

L�1 = lim
n!1

1

n

nX

j=1

ln

����
tj
sj

���� . (31)

At this level, the random variable ln |tj/sj | can be seen
as a (biased) random walk [28, 29]. Using the ergodic
theorem, the spatial average (31) (i.e. time average in
the analogue random walk) can be replaced by an aver-
age over disorder realisations. Therefore, the localization
length is given by

L�1 = hln |t/s|i = hln |t|i � hln |s|i, (32)

where h.i means average over disorder realisations. No-
tice that L is finite whenever hln |s|i < hln |t|i. When
hln |s|i = hln |t|i we have L = 1 but this does not mean
the zero energy mode is extended. In fact, the zero-
energy level for hln |s|i = hln |t|i is localized but decreases
as O(e��

p
n) [28].

V. EXPERIMENTS

Our experimental setup is based on an acoustic waveg-
uide of rectangular cross section with a constant height

Figure 9. Experimental setup. (a) Side view of the waveg-
uide where the two di↵erent crossections are indicated. Cross
section changes appear every `. In (b) we show the whole
waveguide of total length 40 cm which is composed of N = 10
unit cells.

of 1 cm. The 1D SSH lattice is realized by changing the
cross section of the main waveguide every ` = 2 cm. This
is done by adding aluminium blocks as shown in Fig. 9
where an example of a specific choice of periodic config-
uration with 2 di↵erent cross sections SA and SB is illus-
trated. In the experiments, the waveguide is closed on
the top by plexiglass plate. Measurements of the acoustic
pressure are done using microphones at the di↵erent po-
sitions indicated in Fig. 9. Here, we choose to work with
closed boundary conditions which is achieved by blocking
the two ends of the waveguide using plexiglass plates.

The total length of the waveguide is 40 cm. Since ` =
2 cm and due to the fact that we use closed boundary
conditions this corresponds to a SSH lattice model of 21
lattice sites (see discussion in Section III and Fig. 9). To
verify the appearance of the edge mode in the acoustic
system, we performed experiments using two di↵erent
cross sections SA = 0.5 ⇥ 1 cm2 and SB = 0.85 ⇥ 1 cm2

corresponding to t = 0.63 = 1 � s. Note that according
to our analytical model the frequency of the edge mode is
simply given by k` = ⇡/2 which for our setup corresponds
to f0 = 4.2875 kHz assuming a speed of sound in air of
c = 343 m.s�1.

We use a source positioned at the end of the waveg-
uide where the edge mode is localized [top of Fig. 9 (b)]
with a sweep-sine signal. The spectrum as measured at
4 cm from the source (corresponding to the 19 th lattice
site) is shown in Fig. 10(a). The edge mode is clearly ob-
served as indicated by the large resonance peak around

2

for slender waveguide segments, we use a continuous
monomode 1D approximation. Then, the choice of seg-
ments of equal length leads us to an explicit mapping
with the 1D SSH model. On one hand, the SSH cou-
pling coe�cients are directly given by the ratios of cross-
sections, and hence are easily tunable for numerical or
experimental purposes, in contrast to all the previous
acoustic approaches. On the other hand, the SSH energy
appears naturally as a simple function of the acoustic
frequency.

The monomode approximation used here, remains
valid as long as the wavelength is large compared to the
widths of the waveguide segments. Consequently, in con-
trast to TBA, our approximate discrete model is valid
over a broad frequency range: from zero frequency up to
the first cut-o↵ frequency of the waveguide for which the
1D monomode approximation is broken. Surprisingly,
the topological transition that accompanies the band in-
version appears exactly for the case of the simplest of
all waveguides, the one with constant cross section (this
will be shown in Fig. 2). Another key consequence of
our approach, and the explicit mapping to the 1D SSH
model, is that chiral symmetry is ensured to be preserved
as long as the lengths of the segment are kept equal. This
allows us to identify to what type of disorder the system
is immune to.

The paper is organised as follows. In section II we de-
scribe the acoustic waveguide and show its explicit map-
ping with the SSH model. In section III we compute
the set of eigenmodes for a finite waveguide with dif-
ferent boundary conditions, and discuss the presence of
topological edge and interface modes. The influence of
disorder is analyzed in section IV, and in section V, we
present the experimental results.

II. FROM 2D HELMHOLTZ TO SSH MODEL

We consider an acoustic waveguide, as shown in
Fig. 1(a), composed of periodically arranged segments of
length ` with two di↵erent cross sections SA and SB . For
a lossless fluid in the linear regime with time harmonic
dependence e�i!t, the acoustic pressure field p(x, y) is
governed by the 2D Helmholtz equation

@2p

@x2
+

@2p

@y2
+ k2p = 0, (1)

with Neumann boundary conditions, @np = 0 at the
boundaries, corresponding to zero normal velocity at the
rigid wall [solid black lines in Fig1. (a)]. Here k = !/c
with ! the angular frequency and c the sound velocity.

For su�ciently low frequencies, when only one mode
is propagating in each waveguide (monomode assump-
tion), it is possible to make the approximation that, in
each segment, the acoustic wave is governed by the one-
dimensional (1D) wave equation

d2p

dx2
+ k2p = 0, (2)

2D continuous

1D continuous

1D discrete

monomode
approximation

D

(a)

(b)

(c)

(d) (e)

Figure 1. (a) A sketch of a 2D acoustic waveguide composed
of segments of the same length ` and di↵erent cross sections
SA and SB . (b) Under the monomode approximation the
acoustic pressure depends only on the axial coordinate x. On
this axis, we can identify the points where the cross-sections
change. (c) The explicit map onto the SSH discrete model.
(d)-(e) The dispersion relation of the SSH model as given by
equation (15).

where the pressure p(x) depends only the axial coor-
dinate x. The most important part in this simple 1D
approximation is in the jump conditions at each cross-
section S change:

[p] = 0, [S
dp

dx
] = 0, (3)

enforcing actually continuity of acoustic pressure and
flow rate [19, 20]. Here [X] = X+ � X� denotes the
di↵erence at each cross-section. At this stage, we have
reduced the initial 2D continuous problem (Fig. 1(a)) to
a 1D continuous approximation (Fig. 1(b)).
Now, we can derive the corresponding discrete equa-

tions by focusing only on the acoustic pressure at the
points of cross-section area changes. From equation (2),
the trick is to write the following expressions correspond-
ing to the solutions of equation (2) for the segments be-
tween xA

n , x
B
n and xB

n�1, x
A
n respectively

p(xB
n ) = cos k` p(xA

n ) +
sin k`

k
p0(xA+

n ), (4)

p(xB
n�1) = cos k` p(xA

n )�
sin k`

k
p0(xA�

n ) (5)

where prime denote d/dx. Here, the continuity of pres-
sure Eq. (3) has been already used, leading to no di↵er-
entiation between pressure at left (-) and right (+). The
pressure derivatives are discontinuous at the cross-section
changes, but we remark that they can be eliminated using
the relations given by equations (3); indeed multiplying
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Figure 8. (a) The edge mode in the periodic case (without
disorder). (b-d) The edge modes for three di↵erent disorder
realizations of strength �S = 0.3 as obtained numerically.
(e) The eigenfrequency spectrum of a disorder realization as
a function of the disorder strength �S. (f) The probability
density of the eigenvalues for a set of 103 disorder realizations.

(N ! 1), one can define the localization length of the
zero-energy mode as

L�1 = � lim
n!1

1

n
ln

⇣
max

⇣
|Ãn|; |B̃n|

⌘⌘
, (30)

which from equation (29) gives

L�1 = lim
n!1

1

n

nX

j=1

ln

����
tj
sj

���� . (31)

At this level, the random variable ln |tj/sj | can be seen
as a (biased) random walk [28, 29]. Using the ergodic
theorem, the spatial average (31) (i.e. time average in
the analogue random walk) can be replaced by an aver-
age over disorder realisations. Therefore, the localization
length is given by

L�1 = hln |t/s|i = hln |t|i � hln |s|i, (32)

where h.i means average over disorder realisations. No-
tice that L is finite whenever hln |s|i < hln |t|i. When
hln |s|i = hln |t|i we have L = 1 but this does not mean
the zero energy mode is extended. In fact, the zero-
energy level for hln |s|i = hln |t|i is localized but decreases
as O(e��

p
n) [28].

V. EXPERIMENTS

Our experimental setup is based on an acoustic waveg-
uide of rectangular cross section with a constant height

Figure 9. Experimental setup. (a) Side view of the waveg-
uide where the two di↵erent crossections are indicated. Cross
section changes appear every `. In (b) we show the whole
waveguide of total length 40 cm which is composed of N = 10
unit cells.

of 1 cm. The 1D SSH lattice is realized by changing the
cross section of the main waveguide every ` = 2 cm. This
is done by adding aluminium blocks as shown in Fig. 9
where an example of a specific choice of periodic config-
uration with 2 di↵erent cross sections SA and SB is illus-
trated. In the experiments, the waveguide is closed on
the top by plexiglass plate. Measurements of the acoustic
pressure are done using microphones at the di↵erent po-
sitions indicated in Fig. 9. Here, we choose to work with
closed boundary conditions which is achieved by blocking
the two ends of the waveguide using plexiglass plates.

The total length of the waveguide is 40 cm. Since ` =
2 cm and due to the fact that we use closed boundary
conditions this corresponds to a SSH lattice model of 21
lattice sites (see discussion in Section III and Fig. 9). To
verify the appearance of the edge mode in the acoustic
system, we performed experiments using two di↵erent
cross sections SA = 0.5 ⇥ 1 cm2 and SB = 0.85 ⇥ 1 cm2

corresponding to t = 0.63 = 1 � s. Note that according
to our analytical model the frequency of the edge mode is
simply given by k` = ⇡/2 which for our setup corresponds
to f0 = 4.2875 kHz assuming a speed of sound in air of
c = 343 m.s�1.

We use a source positioned at the end of the waveg-
uide where the edge mode is localized [top of Fig. 9 (b)]
with a sweep-sine signal. The spectrum as measured at
4 cm from the source (corresponding to the 19 th lattice
site) is shown in Fig. 10(a). The edge mode is clearly ob-
served as indicated by the large resonance peak around
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Eq. (4) by SA, Eq. (5) by SB and summing yields

SA p(xB
n ) + SB p(xB

n�1) = (SA + SB) cos k` p(x
A
n ). (6)

Following directly the same lines, but around x = xB
n , we

obtain

SA p(xA
n ) + SB p(xA

n+1) = (SA + SB) cos k` p(x
B
n ). (7)

Eventually, the entire periodic waveguide is described by
the following equations connecting acoustic pressure at
consecutive changes of section as

sBn + tBn�1 = E(k)An, (8)

tAn+1 + sAn = E(k)Bn, (9)

where An ⌘ p(xA
n ) and Bn ⌘ p(xB

n ),

s =
SA

SA + SB
, t =

SB

SA + SB
. (10)

and

E(k) = cos k`. (11)

For the infinite system, it corresponds to the eigenvalue
problem HX = EX with

H =

0

BBBBBBBBBB@

. . .
. . .

. . . 0 s
s 0 t

t 0 s

s 0
. . .

. . .
. . .

1

CCCCCCCCCCA

, (12)

and the vectorX containing the unknown pressure values
An and Bn.

It appears that the set of equations (8)-(9) coin-
cides exactly to the SSH model which is represented in
Fig. 1(c). We note that in the proposed acoustic waveg-
uide , the hopping coe�cients s and t of the SSH model,
equation (10), are given directly by the geometrical cross-
section ratios. This explicit and simple expression of the
hoppings has to be contrasted with the one involved in
the classical tight binding approximation that requires
resonator units (with the associated a priori narrow band
validity) and fitting of hopping coe�cients. Furthermore
in our approximate 1D modeling the acoustic pseudo-
energy E(k) = cos k` which is the explicit analogue of
the energy of the SSH model. It means textcolorredthat
the frequency k is obtained directly from the eigenvalues
E of the SSH HamiltonianH from Eq.(12). All we need is
that the 1D approximation remains valid, which is true
as long as (i) the wavelength is large compared to the
width of the waveguide in order to ensure that only the
planar mode is propagating allowing the monomode as-
sumption, (ii) the aspect ratio of the segments are small

enough (typically 0.2 aspect ratio is fairly small in prac-
tice as we shall see). This 1D approximation is broad-
band in the sense that it is valid from zero frequency to
some upper bound where the wavelength is not respect-
ing anymore condition (i). Consequently, the frequency
range (from zero to the upper band frequency) can be
as large as wanted by choosing thin enough segments.
Of course, when going to extremely thin segments, tak-
ing care of the visco-thermal losses will be necessary. In
the sequel, we consider segments of moderate aspect ratio
(typically of the order of 0.2) which are easily constructed
and exhibit minor losses.
For the case of infinite periodic waveguide, we may

assume Bloch wave solution given by An = Aeiqn and
Bn = Beiqn where q is the Bloch wavenumber and from
Eqs. (8,9) we obtain the following eigenvalue problem

✓
0 s+ te�iq

s+ teiq 0

◆✓
A
B

◆
= E(k)

✓
A
B

◆
. (13)

Eq. (13) immediately shows that, using the proposed
simple system we recovered the chiral 2⇥ 2 Hamiltonian
matrix of the periodic 1D SSH model where the coupling
coe�cients are simply given by the ratios of the two dif-
ferent cross sections. Note that here for our acoustic
problem, the coupling coe�cients are positive, smaller
than unity and satisfy the relation s+t = 1 (see Eq.(10)).
The dispersion relation can be found from Eq. (13) as

E(k) = cos k` = ±
p
s2 + t2 + 2st cos q. (14)

This seminal dispersion relation, emblematic of the SSH
model is reminded in Fig. 1(d) as a function of the energy
E while in Fig. 1(e) we plot the dispersion relation in
terms of the acoustic wavenumber k`/⇡.
Due to chiral symmetry [7], the spectrum is symmetric

around E(k) = 0 which corresponds to k` = (n+ 1/2)⇡.
Here it is interesting to illustrate, for our acoustic system,
the corresponding band inversion process. This is shown
in Fig. 2, where the waveguide spectrum is shown for
three di↵erent values of the cross-section ratio t. The
most intriguing aspect of the band inversion is that it
is manifested exactly for the case of a flat waveguide as
shown in Fig. 2 (b).

III. FINITE SYSTEM

To further investigate the acoustic SSH model, in this
section, we consider waveguides of finite size (finite num-
ber of segments), and study their eigenmodes. For this,
we must solve an eigenvalue problem for a finite sized ma-
trix (the Hamiltonian H), which size corresponds to the
number of sites in the lattice model. We then compare
the results with two-dimensional numerical simulations
using a finite element method.
Di↵erent types of Boundary Conditions (BC) can be

considered, open with Dirichlet BC or hard wall with
Neumann BC, and in the next sections we are looking at
these di↵erent BC’s for the a finite waveguide system.
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Figure 10. (a) Pressure amplitude as a function of frequency
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(circles). (b) The same as (a) but for the case of a disorder
realization.

by Eq. (28) captures perfectly the experimental results.

VI. CONCLUDING REMARKS

The approach followed here is to begin by finding a dis-
crete modelling of the continuous two-dimensional acous-
tic wave equation. It appears that our waveguide setup
can be mapped to dimer discrete model with chiral sym-
metry (the SSH model), the band gap of which is closed
at the edge of the Brillouin zone for the trivial case of
a uniform waveguide (Fig. 2(b)). This is di↵erent from
the cases of previous acoustic waveguide analogue to SSH
model where either the TBA with fitted coupling was
chosen or fine tuning of the length of the waveguide seg-
ments led to band inversion through an accidental degen-
eracy. Our Acoustic Su-Schrie↵er-Heeger lattice has been
validated by comparison with direct numerical computa-
tions or experimental measurements. As a consequence
of the underline chiral symmetry in our case, topological
edge mode is obtained in every band gap of the con-
tinuum model, without the need to calculate the corre-
sponding Zak phases of the bands. We believe that the
simplicity and the versatility of our acoustic SSH plat-
form o↵ers new opportunities to inspect topological ef-
fects for acoustic waves.
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Figure 8. (a) The edge mode in the periodic case (without
disorder). (b-d) The edge modes for three di↵erent disorder
realizations of strength �S = 0.3 as obtained numerically.
(e) The eigenfrequency spectrum of a disorder realization as
a function of the disorder strength �S. (f) The probability
density of the eigenvalues for a set of 103 disorder realizations.

(N ! 1), one can define the localization length of the
zero-energy mode as

L�1 = � lim
n!1

1

n
ln

⇣
max

⇣
|Ãn|; |B̃n|

⌘⌘
, (30)

which from equation (29) gives

L�1 = lim
n!1

1

n

nX

j=1

ln

����
tj
sj

���� . (31)

At this level, the random variable ln |tj/sj | can be seen
as a (biased) random walk [28, 29]. Using the ergodic
theorem, the spatial average (31) (i.e. time average in
the analogue random walk) can be replaced by an aver-
age over disorder realisations. Therefore, the localization
length is given by

L�1 = hln |t/s|i = hln |t|i � hln |s|i, (32)

where h.i means average over disorder realisations. No-
tice that L is finite whenever hln |s|i < hln |t|i. When
hln |s|i = hln |t|i we have L = 1 but this does not mean
the zero energy mode is extended. In fact, the zero-
energy level for hln |s|i = hln |t|i is localized but decreases
as O(e��
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uide of rectangular cross section with a constant height

Figure 9. Experimental setup. (a) Side view of the waveg-
uide where the two di↵erent crossections are indicated. Cross
section changes appear every `. In (b) we show the whole
waveguide of total length 40 cm which is composed of N = 10
unit cells.

of 1 cm. The 1D SSH lattice is realized by changing the
cross section of the main waveguide every ` = 2 cm. This
is done by adding aluminium blocks as shown in Fig. 9
where an example of a specific choice of periodic config-
uration with 2 di↵erent cross sections SA and SB is illus-
trated. In the experiments, the waveguide is closed on
the top by plexiglass plate. Measurements of the acoustic
pressure are done using microphones at the di↵erent po-
sitions indicated in Fig. 9. Here, we choose to work with
closed boundary conditions which is achieved by blocking
the two ends of the waveguide using plexiglass plates.

The total length of the waveguide is 40 cm. Since ` =
2 cm and due to the fact that we use closed boundary
conditions this corresponds to a SSH lattice model of 21
lattice sites (see discussion in Section III and Fig. 9). To
verify the appearance of the edge mode in the acoustic
system, we performed experiments using two di↵erent
cross sections SA = 0.5 ⇥ 1 cm2 and SB = 0.85 ⇥ 1 cm2

corresponding to t = 0.63 = 1 � s. Note that according
to our analytical model the frequency of the edge mode is
simply given by k` = ⇡/2 which for our setup corresponds
to f0 = 4.2875 kHz assuming a speed of sound in air of
c = 343 m.s�1.

We use a source positioned at the end of the waveg-
uide where the edge mode is localized [top of Fig. 9 (b)]
with a sweep-sine signal. The spectrum as measured at
4 cm from the source (corresponding to the 19 th lattice
site) is shown in Fig. 10(a). The edge mode is clearly ob-
served as indicated by the large resonance peak around
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Fig. 9. (a) The dispersion relation of the periodic waveguide as obtained with the TMM (red) and the 2D Helmholtz (black) with FEM. (b) The dispersion
relation of the periodic waveguide as obtained with the TMM (red), the diatomic TL (blue), the supercell TL (black) and the effective PDE dispersion (green).
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

This means that ei2q↵ is an eigenvalue of the transfer matrix T . One of the properties of the transfer matrix, due to time reversal
symmetry, is that its determinant is equal to unity. As such its eigenvalues �1,2 satisfy the following expression

det(T) = �1�2 = 1. (A.9)

Then, since here �1 = e*i2q↵ , for real values of q↵ the second eigenvalue is the complex conjugate. Finally using the fact that the
trace of the matrix is given by the sum of its eigenvalues we directly see that

tr(T) = 2 cos (2q↵). (A.10)

From the last expression we obtain the dispersion relation of the periodic acoustic waveguide (see Eq. (1)), which relates the non-
dimensional Bloch wavenumber q↵ with the physical frequency using the transfer matrix method. Dissipative effects in the TMM are
included upon using a complex form for the wavenumber and the characteristic impedance of each waveguide segment respectively,
namely:

kj =
!

c0

⇠

1 + 1 * i
s

�

1 + (� * 1)
�

_
˘

Pr

⇡

, (A.11)
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where ! is the frequency, c0 is the speed of sound in air, � is the specific heat ratio, Pr is the Prandtl number, s =
t

!⇢h
2
j
_⌘ and ⌘

is the shear viscosity.
In order to verify the 1D approximation, we compute the dispersion of the periodic waveguide by solving the fully 2D Helmholtz

equation using FEM, and we compare it with the expression (1) (in the lossless case) derived through the TMM. The results are shown
in Fig. 9(a), where the (black) dots correspond to the FEM while the (red) lines correspond to the TMM. As is observed, Eq. (1)
captures very well the first branch of the dispersion relation obtained by the simulations, The second branch, starting at 3K Hz is
not captured well by the analytical model, since the 1D approximation at the frequencies starts to fail. However, for the purposes of
this work we focus only in the frequency range below the first band gap, justifying a 1D description to be used later. Note that, the
simulations show the existence of a quasi-flat band around 2.5K Hz which is due to the transverse resonance of the large segment
as illustrated in the inset of Fig. 9(a) and reported by Duan et al. in [47].

Appendix B. Dispersion coefficients of the effective PDE

Our goal is to determine these three parameters so that to effectively describe the properties of the system under study. Employing
the usual ansatz for plane waves in the infinitely small-amplitude regime, p ◊ exp[i(q↵x*!t)], we derive from Eq. (2) the following
dispersion relation:

! = ±

v

Éc2(q↵)2 * �x(q↵)4

1 + �m(q↵)2
. (B.1)

In the limit of long waves, with q↵ ~ 1, the dispersion relation can be approximated as:
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where we have kept terms up to the order O
�

(q↵)7
�

. Now, we use the analytical expression of the dispersion relation (1) in order
to find the parameters of the effective Eq. (B.2). To do so, we find the Taylor expansion of the right hand side of Eq. (1) in k↵ and,

ω = ck

2

Boussinesq model allows us to obtain exact analytical soliton
solutions that can propagate in the periodic acoustic waveg-
uide. Next, we use a ”super-cell” transmission line (TL) ap-
proach to model the nonlinear wave propagation in the acous-
tic waveguide. This approach accurately captures the disper-
sive characteristics of the system, but also allows us to in-
clude both viscothermal losses and nonlinear attenuation due
to acoustically induced vortex shedding at the locations where
cross sections change. Our numerical investigations confirm,
at first the analytical predictions in the lossless regime, by ver-
ifying the soliton existence. We further demonstrate that for
weak losses (linear and nonlinear) the soliton persists, despite
the fact that its characteristics deviate slightly from the loss-
less theory. In Section IV, we study numerically and experi-
mentally how the soliton characteristics, i.e., the relation be-
tween the amplitude, velocity and width, are affected by the
weak and strong nonlinear dissipation. Pertinent results are
found to be in a good agreement with our experimental find-
ings and clearly demonstrate the generation and propagation
of acoustic solitons, despite the presence of strong dissipa-
tion. Finally, in Section V, we summarize our findings and we
present future research directions.

II. EXPERIMENTAL OBSERVATIONS USING HIGH
AMPLITUDE PULSES

The acoustic system under consideration is composed of
periodically arranged rectangular segments of length ↵ =
3.5 cm with two different widths h1 = 2 cm and h2 = 7 cm.
The two widths correspond to two different cross sections
S1 = 6 cm2, S2 = 21 cm2, as shown in Fig. 1.

In the experiments, the waveguide is closed on the top by
a plexiglass plate, and microphones at different positions are
used to measure the acoustic pressure field. The total waveg-
uide structure can be as large as N = 34 unit cells and it
is closed at both ends. Acoustic waves are generated using
two types of sources, namely a typical loudspeaker for the
linear regime, as well as a balloon explosion to generate non-
linear pulses inside the waveguide. The explosion takes place
in a cavity of length 15 cm. Finally, we have used four dif-
ferent microphones PCB106B, carefully calibrated, placed at
positions x1 = 0.0175m, x2 = 0.35m, x3 = 0.77m and
x4 = 1.33m to measure the acoustic pulse inside the periodic
waveguide.

We first perform experiments to quantify the dispersion
properties of the system in the linear regime. In particular we
excite the system with N = 14 unit cells, using monochro-
matic waves and we measure the spectrum at the end of the
system illustrated in Fig. 2(a). The corresponding results are
shown in Fig. 2(b) with the solid (black) line . Here we see
that at low frequencies we identify the modes of the structure
within the propagating band and a clear band gap is detected
(shaded green). In fact, within the first branch we measure 13
peaks in the experimental data (black line) corresponding to
the resonant frequencies of the cavity. According to the the-
ory, for sufficiently low frequencies, such that only the fun-
damental acoustic mode is propagating, waves are described

(b)

(a)

FIG. 1: Experimental setup. (a) Side view of the acoustic waveguide.
(b) Top view of the waveguide, where the two different cross sections
S1 and S2 and the segment length are indicated.

by the one-dimensional (1D) Helmholtz equation and the pre-
dicted dispersion relation is (see Appendix A):

cos(2q↵) = cos2 (k↵̃)� S
2
1 + S

2
2

2S1S2
sin2 (k↵̃) . (1)

In the latter expression k↵̃ is the dimensionless wavenum-
ber, which includes the added length due to the abrupt change
↵̃ = ↵+�↵ [29–31]. 2q↵/⇡ denotes the dimensionless Bloch
wavenumber.

We now proceed to experiments with high amplitude pulses
in a lattice with N = 34 unit cells. Such an acoustic source
is generated experimentally by a balloon explosion at one end
(inside) the waveguide as illustrated in Fig. 3 (a). The corre-
sponding generated time signal of the pressure has the form of
a square pulse as it shown in panel (b) of Fig. 3. We then mea-
sure the pressure at three different positions x1 = 0.0175m,
x2 = 0.35m, x3 = 0.77m and x4 = 1.33m. Typicals exam-
ple of the experimentally obtained temporal profiles are shown
in panels (c)-(d) of Fig. 3, and are depicted with the (black)
thick line.

The initial explosion of the balloon has generated a pulse
which propagates in the waveguide. Since the system is dis-
persive, without nonlinearity the pulse should substantially be
broadened. However here we observe that it propagates with-
out substantial modification of its shape, clearly indicating a
nonlinear wave. In addition a tail of smaller amplitude waves
is preceding it. Although the shape of the pulse appears un-
changed, its amplitude decreases. It is important to note that
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Boussinesq model allows us to obtain exact analytical soliton
solutions that can propagate in the periodic acoustic waveg-
uide. Next, we use a ”super-cell” transmission line (TL) ap-
proach to model the nonlinear wave propagation in the acous-
tic waveguide. This approach accurately captures the disper-
sive characteristics of the system, but also allows us to in-
clude both viscothermal losses and nonlinear attenuation due
to acoustically induced vortex shedding at the locations where
cross sections change. Our numerical investigations confirm,
at first the analytical predictions in the lossless regime, by ver-
ifying the soliton existence. We further demonstrate that for
weak losses (linear and nonlinear) the soliton persists, despite
the fact that its characteristics deviate slightly from the loss-
less theory. In Section IV, we study numerically and experi-
mentally how the soliton characteristics, i.e., the relation be-
tween the amplitude, velocity and width, are affected by the
weak and strong nonlinear dissipation. Pertinent results are
found to be in a good agreement with our experimental find-
ings and clearly demonstrate the generation and propagation
of acoustic solitons, despite the presence of strong dissipa-
tion. Finally, in Section V, we summarize our findings and we
present future research directions.

II. EXPERIMENTAL OBSERVATIONS USING HIGH
AMPLITUDE PULSES

The acoustic system under consideration is composed of
periodically arranged rectangular segments of length ↵ =
3.5 cm with two different widths h1 = 2 cm and h2 = 7 cm.
The two widths correspond to two different cross sections
S1 = 6 cm2, S2 = 21 cm2, as shown in Fig. 1.

In the experiments, the waveguide is closed on the top by
a plexiglass plate, and microphones at different positions are
used to measure the acoustic pressure field. The total waveg-
uide structure can be as large as N = 34 unit cells and it
is closed at both ends. Acoustic waves are generated using
two types of sources, namely a typical loudspeaker for the
linear regime, as well as a balloon explosion to generate non-
linear pulses inside the waveguide. The explosion takes place
in a cavity of length 15 cm. Finally, we have used four dif-
ferent microphones PCB106B, carefully calibrated, placed at
positions x1 = 0.0175m, x2 = 0.35m, x3 = 0.77m and
x4 = 1.33m to measure the acoustic pulse inside the periodic
waveguide.

We first perform experiments to quantify the dispersion
properties of the system in the linear regime. In particular we
excite the system with N = 14 unit cells, using monochro-
matic waves and we measure the spectrum at the end of the
system illustrated in Fig. 2(a). The corresponding results are
shown in Fig. 2(b) with the solid (black) line . Here we see
that at low frequencies we identify the modes of the structure
within the propagating band and a clear band gap is detected
(shaded green). In fact, within the first branch we measure 13
peaks in the experimental data (black line) corresponding to
the resonant frequencies of the cavity. According to the the-
ory, for sufficiently low frequencies, such that only the fun-
damental acoustic mode is propagating, waves are described
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FIG. 1: Experimental setup. (a) Side view of the acoustic waveguide.
(b) Top view of the waveguide, where the two different cross sections
S1 and S2 and the segment length are indicated.

by the one-dimensional (1D) Helmholtz equation and the pre-
dicted dispersion relation is (see Appendix A):

cos(2q↵) = cos2 (k↵̃)� S
2
1 + S

2
2

2S1S2
sin2 (k↵̃) . (1)

In the latter expression k↵̃ is the dimensionless wavenum-
ber, which includes the added length due to the abrupt change
↵̃ = ↵+�↵ [29–31]. 2q↵/⇡ denotes the dimensionless Bloch
wavenumber.

We now proceed to experiments with high amplitude pulses
in a lattice with N = 34 unit cells. Such an acoustic source
is generated experimentally by a balloon explosion at one end
(inside) the waveguide as illustrated in Fig. 3 (a). The corre-
sponding generated time signal of the pressure has the form of
a square pulse as it shown in panel (b) of Fig. 3. We then mea-
sure the pressure at three different positions x1 = 0.0175m,
x2 = 0.35m, x3 = 0.77m and x4 = 1.33m. Typicals exam-
ple of the experimentally obtained temporal profiles are shown
in panels (c)-(d) of Fig. 3, and are depicted with the (black)
thick line.

The initial explosion of the balloon has generated a pulse
which propagates in the waveguide. Since the system is dis-
persive, without nonlinearity the pulse should substantially be
broadened. However here we observe that it propagates with-
out substantial modification of its shape, clearly indicating a
nonlinear wave. In addition a tail of smaller amplitude waves
is preceding it. Although the shape of the pulse appears un-
changed, its amplitude decreases. It is important to note that
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FIG. 9: (a) The dispersion relation of the periodic waveguide as ob-
tained with the TMM (red) and the 2D Helmholtz (black) with FEM.
(b) The dispersion relation of the periodic waveguide as obtained
with the TMM (red), the diatomic TL (blue), the supercell TL (black)
and the effective PDE dispersion (green).

for the wavenumber and the characteristic impedance of each
waveguide segment respectively, namely:

kj =
!

c0

⇣
1 +

1� i

s

�
1 + (� � 1)

�
/

p
Pr

⌘
, (A11)

Zj =
⇢0c0

Sj

⇣
1 +

1� i

s

�
1� (� � 1)

�
/

p
Pr

⌘
, (A12)

where ! is the frequency, c0 is the speed of sound in air,
� is the specific heat ratio, Pr is the Prandtl number, s =q

!⇢h2
j/⌘ and ⌘ is the shear viscosity.

In order to verify the 1D approximation, we compute the
dispersion of the periodic waveguide by solving the fully 2D
Helmholtz equation using FEM, and we compare it with the
expression (1) (in the lossless case) derived through the TMM.
The results are shown in Fig. 9 (a), where the (black) dots
correspond to the FEM while the (red) lines correspond to
the TMM. As is observed, Eq. (1) captures very well the the
first branch of the dispersion relation obtained by the simu-
lations,The second branch, starting at 3K Hz is not captured
well by the analytical model, since the 1D approximation at
the frequencies starts to fail. However, for the purposes of
this work we focus only in the frequency range below the first
band gap, justifying a 1D description to be used later. Note
that, the simulations show the existence of a quasi-flat band
around 2.5K Hz which is due to the transverse resonance of
the large segment as illustrated in the inset of Fig. 9 (a).

Appendix B: Dispersion coefficients of the effective PDE

Our goal is to determine these three parameters so that to
effectively describe the properties of the system under study.
Employing the usual ansatz for plane waves in the infinitely
small-amplitude regime, p / exp[i(q↵x � !t)], we derive

from Eq. (2) the following dispersion relation:
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s
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. (B1)

In the limit of long waves, with q↵ ⌧ 1, the dispersion rela-
tion can be approximated as:

!↵̃ = c̃0

✓
q↵� �m + �x

2
(q↵)3

+
(�m + �x) (3�m � �x)

8
(q↵)5 +O

�
(q↵)7

�◆
, (B2)

where we have kept terms up to the order O
�
(q↵)7

�
. Now,

we use the analytical expression of the dispersion relation (1)
in order to find the parameters of the effective Eq. (B2). To
do so, we find the Taylor expansion of the right hand side of
Eq. (1) in k↵ and, keeping up to order O

�
(k↵)4

�
, we obtain

a fourth order polynomial equation for k↵. Solving the latter,
we find k↵ as a function of cos(2q↵). To this end, we expand
the cosine function, keeping up to order O

�
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�
and arrive

at:
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By direct comparison of Eq. (B3) with Eq. (B2), first we iden-
tify at order qa the effective speed of a sound c̃0. Second, to
determine the rest two coefficients, �x and �m, we use the
physical constraint that at the end of the Brillouin zone the
group velocity vanishes [46], namely:

@!

@(q↵)

����
q↵=⇡

2

= 0. (B5)

This gives a first equation connecting �x and �m [Eq. (B2)].
Then another equation is found from Eqs. (B2) and (B3) upon
equating the fifth order terms [33]. One can then solve these
two equations and obtain �m and �x. In order to validate our
result, in Fig. 9(b), we compare the effective dispersion rela-
tion given by Eq. (B1) (dashed (green) line) with the one of
TMM (solid (red) line). It is observed that Eq. (B1) describes
accurately the whole first branch and not only the dispersion
of the waveguide in the long wavelength limit.

Appendix C: Experimental data

Velocity-Amplitude plot. For each explosion, we obtain four
temporal profiles, one corresponding to the source and three
to a solitary wave. From these data, we export three different
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FIG. 9: (a) The dispersion relation of the periodic waveguide as ob-
tained with the TMM (red) and the 2D Helmholtz (black) with FEM.
(b) The dispersion relation of the periodic waveguide as obtained
with the TMM (red), the diatomic TL (blue), the supercell TL (black)
and the effective PDE dispersion (green).

for the wavenumber and the characteristic impedance of each
waveguide segment respectively, namely:
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where ! is the frequency, c0 is the speed of sound in air,
� is the specific heat ratio, Pr is the Prandtl number, s =q

!⇢h2
j/⌘ and ⌘ is the shear viscosity.

In order to verify the 1D approximation, we compute the
dispersion of the periodic waveguide by solving the fully 2D
Helmholtz equation using FEM, and we compare it with the
expression (1) (in the lossless case) derived through the TMM.
The results are shown in Fig. 9 (a), where the (black) dots
correspond to the FEM while the (red) lines correspond to
the TMM. As is observed, Eq. (1) captures very well the the
first branch of the dispersion relation obtained by the simu-
lations,The second branch, starting at 3K Hz is not captured
well by the analytical model, since the 1D approximation at
the frequencies starts to fail. However, for the purposes of
this work we focus only in the frequency range below the first
band gap, justifying a 1D description to be used later. Note
that, the simulations show the existence of a quasi-flat band
around 2.5K Hz which is due to the transverse resonance of
the large segment as illustrated in the inset of Fig. 9 (a).

Appendix B: Dispersion coefficients of the effective PDE

Our goal is to determine these three parameters so that to
effectively describe the properties of the system under study.
Employing the usual ansatz for plane waves in the infinitely
small-amplitude regime, p / exp[i(q↵x � !t)], we derive

from Eq. (2) the following dispersion relation:
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where we have kept terms up to the order O
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we use the analytical expression of the dispersion relation (1)
in order to find the parameters of the effective Eq. (B2). To
do so, we find the Taylor expansion of the right hand side of
Eq. (1) in k↵ and, keeping up to order O
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we find k↵ as a function of cos(2q↵). To this end, we expand
the cosine function, keeping up to order O

�
(q↵)6

�
and arrive

at:

!↵̃ = c̃0

✓
q↵� �

2
(q↵)3 + 3�(Q� �)(q↵)5 +O

�
(q↵)7

�◆
,

(B3)
where

c̃0 = 2

p
Z1Z2

Z1 + Z2
c0, � =

(Z1 � Z2)2

6(Z1 + Z2)2
, Q =

Q1

Q2
,

Q1 = 27Z4
1 � 12Z3

1Z2 � 158Z2
1Z

2
2 � 12Z1Z

3
2 + 27Z4

2 ,

Q2 = 180(Z1 � Z2)
2(Z1 + Z2)

2
. (B4)

By direct comparison of Eq. (B3) with Eq. (B2), first we iden-
tify at order qa the effective speed of a sound c̃0. Second, to
determine the rest two coefficients, �x and �m, we use the
physical constraint that at the end of the Brillouin zone the
group velocity vanishes [46], namely:

@!

@(q↵)

����
q↵=⇡

2

= 0. (B5)

This gives a first equation connecting �x and �m [Eq. (B2)].
Then another equation is found from Eqs. (B2) and (B3) upon
equating the fifth order terms [33]. One can then solve these
two equations and obtain �m and �x. In order to validate our
result, in Fig. 9(b), we compare the effective dispersion rela-
tion given by Eq. (B1) (dashed (green) line) with the one of
TMM (solid (red) line). It is observed that Eq. (B1) describes
accurately the whole first branch and not only the dispersion
of the waveguide in the long wavelength limit.

Appendix C: Experimental data

Velocity-Amplitude plot. For each explosion, we obtain four
temporal profiles, one corresponding to the source and three
to a solitary wave. From these data, we export three different
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To find the coefficients we compare the two equations in the long wavelength limit

9

FIG. 9: (a) The dispersion relation of the periodic waveguide as ob-
tained with the TMM (red) and the 2D Helmholtz (black) with FEM.
(b) The dispersion relation of the periodic waveguide as obtained
with the TMM (red), the diatomic TL (blue), the supercell TL (black)
and the effective PDE dispersion (green).

for the wavenumber and the characteristic impedance of each
waveguide segment respectively, namely:
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!
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where ! is the frequency, c0 is the speed of sound in air,
� is the specific heat ratio, Pr is the Prandtl number, s =q

!⇢h2
j/⌘ and ⌘ is the shear viscosity.

In order to verify the 1D approximation, we compute the
dispersion of the periodic waveguide by solving the fully 2D
Helmholtz equation using FEM, and we compare it with the
expression (1) (in the lossless case) derived through the TMM.
The results are shown in Fig. 9 (a), where the (black) dots
correspond to the FEM while the (red) lines correspond to
the TMM. As is observed, Eq. (1) captures very well the the
first branch of the dispersion relation obtained by the simu-
lations,The second branch, starting at 3K Hz is not captured
well by the analytical model, since the 1D approximation at
the frequencies starts to fail. However, for the purposes of
this work we focus only in the frequency range below the first
band gap, justifying a 1D description to be used later. Note
that, the simulations show the existence of a quasi-flat band
around 2.5K Hz which is due to the transverse resonance of
the large segment as illustrated in the inset of Fig. 9 (a).

Appendix B: Dispersion coefficients of the effective PDE

Our goal is to determine these three parameters so that to
effectively describe the properties of the system under study.
Employing the usual ansatz for plane waves in the infinitely
small-amplitude regime, p / exp[i(q↵x � !t)], we derive

from Eq. (2) the following dispersion relation:
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s
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In the limit of long waves, with q↵ ⌧ 1, the dispersion rela-
tion can be approximated as:
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where we have kept terms up to the order O
�
(q↵)7

�
. Now,

we use the analytical expression of the dispersion relation (1)
in order to find the parameters of the effective Eq. (B2). To
do so, we find the Taylor expansion of the right hand side of
Eq. (1) in k↵ and, keeping up to order O

�
(k↵)4

�
, we obtain

a fourth order polynomial equation for k↵. Solving the latter,
we find k↵ as a function of cos(2q↵). To this end, we expand
the cosine function, keeping up to order O
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�
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By direct comparison of Eq. (B3) with Eq. (B2), first we iden-
tify at order qa the effective speed of a sound c̃0. Second, to
determine the rest two coefficients, �x and �m, we use the
physical constraint that at the end of the Brillouin zone the
group velocity vanishes [46], namely:

@!

@(q↵)

����
q↵=⇡

2

= 0. (B5)

This gives a first equation connecting �x and �m [Eq. (B2)].
Then another equation is found from Eqs. (B2) and (B3) upon
equating the fifth order terms [33]. One can then solve these
two equations and obtain �m and �x. In order to validate our
result, in Fig. 9(b), we compare the effective dispersion rela-
tion given by Eq. (B1) (dashed (green) line) with the one of
TMM (solid (red) line). It is observed that Eq. (B1) describes
accurately the whole first branch and not only the dispersion
of the waveguide in the long wavelength limit.
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Velocity-Amplitude plot. For each explosion, we obtain four
temporal profiles, one corresponding to the source and three
to a solitary wave. From these data, we export three different
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Flexible Elastic Metamaterials

B. Deng et al,  J. Appl. Phys. 130, 040901 (2021)

FIG. 1. FlexMMs provide a rich platform to manipulate the propagation of nonlinear waves. Vectors solitons have been observed in (a) a 2D flexMM based on the
rotating-square mechanism,33 (b) a chain of Lego units connected by flexible hinges.34 Rarefaction solitons have been observed in (c) a chain of hinged buckled beams,36

(d) a chain of origami units [graph and picture licensed under a Creative Commons Attribution (CC BY-NC) license, reproduced and cropped from Ref. 37], (e) a chain of
tensegrity units (reproduced from Ref. 38 with the permission of AIP Publishing), and (f ) a Slinky.39 Topological solitons (transition waves) have been observed in (g) a
chain of bistable plates coupled by the magnetic force40,44 [picture licensed under a Creative Commons Attribution (CC BY) license, reprinted and cropped from Ref. 44],
(h) a chain of bistable inclined beams coupled by elastic elements,24 (i) a chain of bistable shells coupled by pressurized air,41 ( j) a system of rotating squares with embed-
ded magnets,45 (k) a 1D linkage,42 and (l) a 2D multistable kirigami structure.43

Journal of
Applied Physics PERSPECTIVE scitation.org/journal/jap

J. Appl. Phys. 130, 040901 (2021); doi: 10.1063/5.0050271 130, 040901-3

Published under an exclusive license by AIP Publishing
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AAPG2021 CE30 Project ExFLEM PRC coord. by V. TOURNAT

Figure 1: (a) Sketch of the synergy between the 3 Thrusts of the project on theory, fabrication and ex-
periments. (b) Schematics of the unit cell (top) and a picture of an experiment with a periodic structure
(bottom). An assembled type of FlexEM, composed of rigid crosses connected with soft elastic elements [3].
(c) An example of a bistable unit cell (top) [6] and a prototypical 2D bistable flexEM structure (bottom).

and non-linear systems of motion equations that can numerically be integrated, constitute a useful way to
predict phenomena or make comparison with experiments, and are the starting points of analytical modeling.

However, there are neither theoretical nor experimental studies regarding modulated nonlinear waves such
as envelope solitons, breathers and more importantly rogue waves in flexEM.

What is a rogue wave? Rogue waves are ocean waves with heights up to thirty meters which have been
common elements in stories from people working at sea, as well as in popular fiction. Until recently, these
tales were thought to be mythical. In the mid-1990s, however, rogue waves proved very real when recorded for
the first time by scientific measurements during an encounter at the Draupner oil platform in the North Sea
(Fig. 2(a)). It is believed today that a number of infamous maritime disasters were caused by such encounters.
It is obvious that these waves consist of a menace (with nicknames such as freak waves, monster waves, killer
waves and abnormal waves). As such, the prediction and mitigation of extreme events are highly desired.
Following a diametrical opposite perspective, we intend, within the framework of this project, to transform
this negative perception of rogue waves by taming and using them. To do so, we insist on the control of rogue
waves for practical applications.

Importantly, in recent years, the study of rogue waves and relevant patterns has emerged to a focal point
of both intense experimental efforts, and pertinent theoretical analysis, in a diverse range of physical settings.
Especially regarding experiments, rogue waves have been extensively reproduced in water tanks, Fig. 2(b), and
optical fibers, Fig. 2(c), [8, 9] using the mechanism of non-linear focusing. The latter is predicted by the non-
linear Schrödinger equation (NLS), a wave equation that describes slowly varying envelope waves. Among its
exact solutions, the Peregrine soliton, see Fig. 2(d), a doubly localized solution along the propagation direction
and along time, has been a perfect candidate for rogue waves. In addition, extreme wave events have been
observed in various experiments carried out in a broad array of physical systems including –but not limited
to– non-linear optics [10, 11, 12], hydro-dynamics [13, 14, 15], Faraday surface ripples [16], parametrically
driven capillary waves [17], and others; see also Ref. [9] for a review. We stress here that the great majority of
studies of rogue waves are related with continuum media and only few exist about their potential formation in
discrete lattices, including Ablowitz-Ladik equation, which is an integrable form of the discretized non-linear
Schrödinger equation [18], and single degree of freedom mass-spring system [19].

The existence of rogue waves in discrete mechanical lattices with multiple degree-of-freedoms is
a totally untouched scientific direction which we will initiate with this project. It is our strong belief
that the well demonstrated, controllable nature of the non-linearity of the flexEMs, and the great geometric
tunability of these systems (dispersion management) make them a perfect test bed for the study of novel
mechanisms of extreme events.

In addition, by designing flexEM energy landscape to be multi-welled (i.e. to show a multi-stable behav-
ior), it has been shown that flexEM can support the propagation of topological solitons (also referred to as
transition waves) - non-linear pulses that sequentially switch the structural elements from one stable state to
another [4, 5]. Transition waves to achieve remote structure reconfiguration have emerged as a hot topic the
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],

3

@2Un

@T 2
= Un+1 � 2Un + Un�1 �

cos ✓n+1 � cos ✓n�1

2
,

1

↵2

@2✓n
@T 2

= �K✓ (✓n+1 + 4✓n + ✓n�1)

+Ks cos ✓n [sin ✓n+1 + sin ✓n�1 � 2 sin ✓n]

� sin ✓n [2 (Un+1 � Un�1) + 4� 2 cos ✓n
� cos ✓n+1 � cos ✓n�1] ,

(1)
where we have introduced the following normalized vari-
ables and parameters: the longitudinal displacement of
unit n, Un = un/a, the normalized time T = t

p
kl/m,

an inertial parameter ↵ = a/
p

m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).

The corresponding dispersion relations are given by

!(1) = 2 sin
⇣qa
2

⌘
, (2)

!(2) = ±

r
4↵2(Ks �K✓) sin

2
⇣qa
2

⌘
+ 6↵2K✓ . (3)

The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵

p
6K✓.

From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
consistent with the literature [8–10, 45]. Note also that
the concavity of the dispersion relation for the rotation
dof is defined by the sign of � = Ks �K✓, see Fig. 2(a-c)
vs (b-d). As we explain below, the sign of � plays a key
role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
xn

a
.

(4)
If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,
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, (5)
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= C1
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3
� C4✓
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@X
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where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)

!(2) =
p

C1k2 + C2 , (8)

and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).

A. Multiple-Scales

We are looking for U and ✓, in the form of a perturba-
tive expansion,

U =
NX

i=1

✏iui(X0, . . . XN , T0, . . . TN ) ,

✓ =
NX

i=1

✏i✓i(X0, . . . XN , T0, . . . TN ) ,

(9)

3

@2Un

@T 2
= Un+1 � 2Un + Un�1 �

cos ✓n+1 � cos ✓n�1

2
,

1

↵2

@2✓n
@T 2

= �K✓ (✓n+1 + 4✓n + ✓n�1)

+Ks cos ✓n [sin ✓n+1 + sin ✓n�1 � 2 sin ✓n]

� sin ✓n [2 (Un+1 � Un�1) + 4� 2 cos ✓n
� cos ✓n+1 � cos ✓n�1] ,

(1)
where we have introduced the following normalized vari-
ables and parameters: the longitudinal displacement of
unit n, Un = un/a, the normalized time T = t
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m/(4J), and stiffness pa-
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J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).
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A particularity of this system, compared to other me-
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limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).
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From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
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sive characteristics of the discrete model.
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rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).

The corresponding dispersion relations are given by
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The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵

p
6K✓.

From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
consistent with the literature [8–10, 45]. Note also that
the concavity of the dispersion relation for the rotation
dof is defined by the sign of � = Ks �K✓, see Fig. 2(a-c)
vs (b-d). As we explain below, the sign of � plays a key
role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
xn

a
.

(4)
If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,
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where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)

!(2) =
p

C1k2 + C2 , (8)

and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).

A. Multiple-Scales

We are looking for U and ✓, in the form of a perturba-
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m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
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B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).
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The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵
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From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
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role in the stability of the plane waves in the system.
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Considering waves with wavelengths that are suffi-
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dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
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The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)

!(2) =
p

C1k2 + C2 , (8)
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cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.
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unit n, Un = un/a, the normalized time T = t
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m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).
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The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵
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From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
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role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
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If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,
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where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)
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and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).
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Figure 2. Dispersion relations of Eqs. (2-3) (solid lines)
and of the continuum approximation (dashed lines) follow-
ing Eqs. (7-8). In all the examples, we fix the coefficients
↵ = 2.5, Ks = 0.01851 and we vary K✓. (a) K✓ = 1.534.10�4,
(b) K✓ = 0.1, (c) K✓ = 0.01551, and (d) K✓ = 0.02151. Left
(right) panels correspond to � > 0 (� < 0).

where Ti = ✏iT and Xi = ✏iX, with i = 0, 1, . . . N and ✏
represents a small parameter. X0 and T0 correspond to
the original “fast” spatial and temporal scales of the car-
rier wave, while Xi and Ti with i 6= 0 define progressively
the “slow” spatial and temporal scales of the envelope.

By inserting the expansions of Eq. (9) into the sys-
tem of Eqs. (5-6), and taking into account the derivative
operators of the new spatial and temporal variables [see
appendix B Eqs. (B1)], we end up with the following hi-
erarchy of equations at successive orders of ✏,
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><
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(10)
where the linear operators, L̂(i)

j and M̂
(i)
j , applied to the

linear and nonlinear terms of the equations (5-6) respec-
tively are defined in the appendix B Eqs. (B2).

The first set of equations (10) of order O(✏), corre-

sponds to the linearized system of Eqs.(5-6). Using the
fact that in the linear regime the two fields are decou-
pled, we will focus on the particular case which, at the
leading order, there is only rotational motion, i.e.,

u1 = 0 ,

✓1 = B(X1, T1, X2, T2, ...)e
i(kX0�!T0) + c.c ,

(11)

with ! and k satisfying the dispersion relation Eq. (8)
and c.c stands for the complex conjugate.

Let us proceed to the next order of the perturbation
scheme, O(✏2), and substitute the solutions (11) into the
second set of equations (10) to obtain,

L̂
(1)
0 u2 = M̂

(1)
0 ✓21 ,

L̂
(2)
0 ✓2 = �L̂

(2)
1 ✓1 .

(12)

The right-hand-side of the last equation is a secular
term, as it acts as a source term proportional to ei� (� =

kX0�!T0) with which the linear operator L̂(2)
0 on the left

is in resonance. This implies that the solution ✓2 would
blow up as t ! 1 and thus the perturbation scheme will
fail. The only way for the expansion to be bounded is
to set the secular term to zero, which translates to the
following relation for the envelope function B,

D1B + vgD1XB = 0 . (13)

Here we have introduced the group velocity given by
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!
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Once the secular term is removed, the system of equa-
tions of the second order in ✏ in Eq. (10) is now reduced
to,
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The first equation has the following solution,
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where the homogeneous part of the solutions is omit-
ted due to our choice of initial conditions U(0, X) =
U̇(0, X) = 0. For ✓2 we choose the trivial solution, i.e.
✓2 = 0, since any other solution can be incorporated in
B.

B. Nonlinear Schrödinger Equation (NLSE)

We now proceed with the O(✏3) order of the perturba-
tion scheme. By using u1 = 0 and ✓2 = 0, as discussed
above, the last equation of Eq. (10) is reduced to
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where we have introduced the following normalized vari-
ables and parameters: the longitudinal displacement of
unit n, Un = un/a, the normalized time T = t
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kl/m,

an inertial parameter ↵ = a/
p

m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).

The corresponding dispersion relations are given by
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The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵

p
6K✓.

From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
consistent with the literature [8–10, 45]. Note also that
the concavity of the dispersion relation for the rotation
dof is defined by the sign of � = Ks �K✓, see Fig. 2(a-c)
vs (b-d). As we explain below, the sign of � plays a key
role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
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.
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If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,
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where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)
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and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).

A. Multiple-Scales

We are looking for U and ✓, in the form of a perturba-
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Decoupled in the linear limit
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where we have introduced the following normalized vari-
ables and parameters: the longitudinal displacement of
unit n, Un = un/a, the normalized time T = t

p
kl/m,

an inertial parameter ↵ = a/
p

m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).

The corresponding dispersion relations are given by
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The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵

p
6K✓.

From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
consistent with the literature [8–10, 45]. Note also that
the concavity of the dispersion relation for the rotation
dof is defined by the sign of � = Ks �K✓, see Fig. 2(a-c)
vs (b-d). As we explain below, the sign of � plays a key
role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
xn

a
.

(4)
If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,
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, (5)

@2✓

@T 2
= C1

@2✓

@X2
� C2✓ � C3✓

3
� C4✓

@U

@X
, (6)

where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)

!(2) =
p

C1k2 + C2 , (8)

and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).

A. Multiple-Scales

We are looking for U and ✓, in the form of a perturba-
tive expansion,

U =
NX

i=1

✏iui(X0, . . . XN , T0, . . . TN ) ,

✓ =
NX

i=1

✏i✓i(X0, . . . XN , T0, . . . TN ) ,

(9)
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],
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Figure 2. Dispersion relations of Eqs. (2-3) (solid lines)
and of the continuum approximation (dashed lines) follow-
ing Eqs. (7-8). In all the examples, we fix the coefficients
↵ = 2.5, Ks = 0.01851 and we vary K✓. (a) K✓ = 1.534.10�4,
(b) K✓ = 0.1, (c) K✓ = 0.01551, and (d) K✓ = 0.02151. Left
(right) panels correspond to � > 0 (� < 0).

where Ti = ✏iT and Xi = ✏iX, with i = 0, 1, . . . N and ✏
represents a small parameter. X0 and T0 correspond to
the original “fast” spatial and temporal scales of the car-
rier wave, while Xi and Ti with i 6= 0 define progressively
the “slow” spatial and temporal scales of the envelope.

By inserting the expansions of Eq. (9) into the sys-
tem of Eqs. (5-6), and taking into account the derivative
operators of the new spatial and temporal variables [see
appendix B Eqs. (B1)], we end up with the following hi-
erarchy of equations at successive orders of ✏,

O(✏)
(
L̂
(1)
0 u1 = 0 ,

L̂
(2)
0 ✓1 = 0 ,

O(✏2)
(
L̂
(1)
0 u2 = �L̂

(1)
1 u1 + M̂

(1)
0 ✓21 ,

L̂
(2)
0 ✓2 = �L̂

(2)
1 ✓1 + ✓1M̂

(2)
0 u1 ,

O(✏3)
8
><

>:

L̂
(1)
0 u3 = �L̂

(1)
1 u2 � L̂

(1)
2 u1 + M̂

(1)
1 ✓21 + 2M̂(1)

0 ✓1✓2 ,

L̂
(2)
0 ✓3 = �L̂

(2)
1 ✓2 � L̂

(2)
2 ✓1 + M̂

(3)✓31 + ✓1M̂
(2)
0 u2

+✓1M̂
(2)
1 u1 + ✓2M̂

(2)
0 u1 ,

(10)
where the linear operators, L̂(i)

j and M̂
(i)
j , applied to the

linear and nonlinear terms of the equations (5-6) respec-
tively are defined in the appendix B Eqs. (B2).

The first set of equations (10) of order O(✏), corre-

sponds to the linearized system of Eqs.(5-6). Using the
fact that in the linear regime the two fields are decou-
pled, we will focus on the particular case which, at the
leading order, there is only rotational motion, i.e.,

u1 = 0 ,

✓1 = B(X1, T1, X2, T2, ...)e
i(kX0�!T0) + c.c ,

(11)

with ! and k satisfying the dispersion relation Eq. (8)
and c.c stands for the complex conjugate.

Let us proceed to the next order of the perturbation
scheme, O(✏2), and substitute the solutions (11) into the
second set of equations (10) to obtain,

L̂
(1)
0 u2 = M̂

(1)
0 ✓21 ,

L̂
(2)
0 ✓2 = �L̂

(2)
1 ✓1 .

(12)

The right-hand-side of the last equation is a secular
term, as it acts as a source term proportional to ei� (� =

kX0�!T0) with which the linear operator L̂(2)
0 on the left

is in resonance. This implies that the solution ✓2 would
blow up as t ! 1 and thus the perturbation scheme will
fail. The only way for the expansion to be bounded is
to set the secular term to zero, which translates to the
following relation for the envelope function B,

D1B + vgD1XB = 0 . (13)

Here we have introduced the group velocity given by

vg =
C1k

p
C1k2 + C2

=
C1k

!
. (14)

Once the secular term is removed, the system of equa-
tions of the second order in ✏ in Eq. (10) is now reduced
to,

(
L̂
(1)
0 u2 = ikB2e2i� + c.c ,

L̂
(2)
0 ✓2 = 0 .

(15)

The first equation has the following solution,

u2 =
ikB2

4(k2 � !2)
e2i� + c.c , (16)

where the homogeneous part of the solutions is omit-
ted due to our choice of initial conditions U(0, X) =
U̇(0, X) = 0. For ✓2 we choose the trivial solution, i.e.
✓2 = 0, since any other solution can be incorporated in
B.

B. Nonlinear Schrödinger Equation (NLSE)

We now proceed with the O(✏3) order of the perturba-
tion scheme. By using u1 = 0 and ✓2 = 0, as discussed
above, the last equation of Eq. (10) is reduced to

L̂
(2)
0 ✓3 = �L̂

(2)
2 ✓1 + M̂

(3)✓31 + ✓1M̂
(2)
0 u2 . (17)

Effective PDE At long wavelengths
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2
,

1
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@2✓n
@T 2

= �K✓ (✓n+1 + 4✓n + ✓n�1)

+Ks cos ✓n [sin ✓n+1 + sin ✓n�1 � 2 sin ✓n]

� sin ✓n [2 (Un+1 � Un�1) + 4� 2 cos ✓n
� cos ✓n+1 � cos ✓n�1] ,

(1)
where we have introduced the following normalized vari-
ables and parameters: the longitudinal displacement of
unit n, Un = un/a, the normalized time T = t

p
kl/m,

an inertial parameter ↵ = a/
p

m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).

The corresponding dispersion relations are given by

!(1) = 2 sin
⇣qa
2

⌘
, (2)

!(2) = ±

r
4↵2(Ks �K✓) sin

2
⇣qa
2

⌘
+ 6↵2K✓ . (3)

The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵

p
6K✓.

From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
consistent with the literature [8–10, 45]. Note also that
the concavity of the dispersion relation for the rotation
dof is defined by the sign of � = Ks �K✓, see Fig. 2(a-c)
vs (b-d). As we explain below, the sign of � plays a key
role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
xn

a
.

(4)
If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,
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, (5)
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3
� C4✓
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@X
, (6)

where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)

!(2) =
p

C1k2 + C2 , (8)

and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).

A. Multiple-Scales

We are looking for U and ✓, in the form of a perturba-
tive expansion,

U =
NX

i=1

✏iui(X0, . . . XN , T0, . . . TN ) ,

✓ =
NX

i=1

✏i✓i(X0, . . . XN , T0, . . . TN ) ,

(9)
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(1)
where we have introduced the following normalized vari-
ables and parameters: the longitudinal displacement of
unit n, Un = un/a, the normalized time T = t

p
kl/m,

an inertial parameter ↵ = a/
p

m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).

The corresponding dispersion relations are given by

!(1) = 2 sin
⇣qa
2

⌘
, (2)

!(2) = ±

r
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The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵

p
6K✓.

From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
consistent with the literature [8–10, 45]. Note also that
the concavity of the dispersion relation for the rotation
dof is defined by the sign of � = Ks �K✓, see Fig. 2(a-c)
vs (b-d). As we explain below, the sign of � plays a key
role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
xn

a
.

(4)
If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,
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where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)

!(2) =
p

C1k2 + C2 , (8)

and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).

A. Multiple-Scales

We are looking for U and ✓, in the form of a perturba-
tive expansion,

U =
NX

i=1

✏iui(X0, . . . XN , T0, . . . TN ) ,

✓ =
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i=1
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(1)
where we have introduced the following normalized vari-
ables and parameters: the longitudinal displacement of
unit n, Un = un/a, the normalized time T = t

p
kl/m,

an inertial parameter ↵ = a/
p

m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).

The corresponding dispersion relations are given by

!(1) = 2 sin
⇣qa
2

⌘
, (2)

!(2) = ±

r
4↵2(Ks �K✓) sin

2
⇣qa
2

⌘
+ 6↵2K✓ . (3)

The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵

p
6K✓.

From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
consistent with the literature [8–10, 45]. Note also that
the concavity of the dispersion relation for the rotation
dof is defined by the sign of � = Ks �K✓, see Fig. 2(a-c)
vs (b-d). As we explain below, the sign of � plays a key
role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
xn

a
.

(4)
If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,
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where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)
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p

C1k2 + C2 , (8)

and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).

A. Multiple-Scales

We are looking for U and ✓, in the form of a perturba-
tive expansion,
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Decoupled in the linear limit
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where we have introduced the following normalized vari-
ables and parameters: the longitudinal displacement of
unit n, Un = un/a, the normalized time T = t

p
kl/m,

an inertial parameter ↵ = a/
p

m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).

The corresponding dispersion relations are given by
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The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵

p
6K✓.

From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
consistent with the literature [8–10, 45]. Note also that
the concavity of the dispersion relation for the rotation
dof is defined by the sign of � = Ks �K✓, see Fig. 2(a-c)
vs (b-d). As we explain below, the sign of � plays a key
role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
xn

a
.

(4)
If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,
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where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)

!(2) =
p

C1k2 + C2 , (8)

and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).

A. Multiple-Scales

We are looking for U and ✓, in the form of a perturba-
tive expansion,

U =
NX

i=1

✏iui(X0, . . . XN , T0, . . . TN ) ,

✓ =
NX

i=1

✏i✓i(X0, . . . XN , T0, . . . TN ) ,
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],
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where we have introduced the following normalized vari-
ables and parameters: the longitudinal displacement of
unit n, Un = un/a, the normalized time T = t

p
kl/m,

an inertial parameter ↵ = a/
p

m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).

The corresponding dispersion relations are given by
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The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵

p
6K✓.

From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
consistent with the literature [8–10, 45]. Note also that
the concavity of the dispersion relation for the rotation
dof is defined by the sign of � = Ks �K✓, see Fig. 2(a-c)
vs (b-d). As we explain below, the sign of � plays a key
role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
xn

a
.

(4)
If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,
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where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)

!(2) =
p

C1k2 + C2 , (8)

and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).

A. Multiple-Scales

We are looking for U and ✓, in the form of a perturba-
tive expansion,

U =
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where we have introduced the following normalized vari-
ables and parameters: the longitudinal displacement of
unit n, Un = un/a, the normalized time T = t

p
kl/m,

an inertial parameter ↵ = a/
p

m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).

The corresponding dispersion relations are given by
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The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵

p
6K✓.

From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
consistent with the literature [8–10, 45]. Note also that
the concavity of the dispersion relation for the rotation
dof is defined by the sign of � = Ks �K✓, see Fig. 2(a-c)
vs (b-d). As we explain below, the sign of � plays a key
role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
xn

a
.

(4)
If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,
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where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)

!(2) =
p

C1k2 + C2 , (8)

and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).

A. Multiple-Scales

We are looking for U and ✓, in the form of a perturba-
tive expansion,

U =
NX

i=1

✏iui(X0, . . . XN , T0, . . . TN ) ,

✓ =
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i=1
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],
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where we have introduced the following normalized vari-
ables and parameters: the longitudinal displacement of
unit n, Un = un/a, the normalized time T = t

p
kl/m,

an inertial parameter ↵ = a/
p

m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).

The corresponding dispersion relations are given by
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The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵

p
6K✓.

From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
consistent with the literature [8–10, 45]. Note also that
the concavity of the dispersion relation for the rotation
dof is defined by the sign of � = Ks �K✓, see Fig. 2(a-c)
vs (b-d). As we explain below, the sign of � plays a key
role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
xn

a
.

(4)
If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,
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where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)

!(2) =
p

C1k2 + C2 , (8)

and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).

A. Multiple-Scales

We are looking for U and ✓, in the form of a perturba-
tive expansion,
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where we have introduced the following normalized vari-
ables and parameters: the longitudinal displacement of
unit n, Un = un/a, the normalized time T = t

p
kl/m,

an inertial parameter ↵ = a/
p

m/(4J), and stiffness pa-
rameters K✓ = 4k✓/kla2 and Ks = ks/kl. Above, m and
J are the mass and the moment of inertia of the rigid
units, while a is the unit cell length (distance between
the centers of the masses).

B. Discrete dispersion relations

A particularity of this system, compared to other me-
chanical chains with two dofs, [40–44], is that in the linear
limit, the two motion (displacements and rotations) are
decoupled, i.e. each degree of freedom follows its own
dynamics, independent of the other (see Appendix).

The corresponding dispersion relations are given by

!(1) = 2 sin
⇣qa
2

⌘
, (2)

!(2) = ±

r
4↵2(Ks �K✓) sin

2
⇣qa
2

⌘
+ 6↵2K✓ . (3)

The first branch, Eq. (2), describes propagating lon-
gitudinal waves with the typical monoatomic dispersion
relation. The second branch, Eq. (3), describes propagat-
ing rotational waves with a Klein-Gordon type dispersion
relation and a lower cutoff frequency at ! = ↵

p
6K✓.

From Eq. (3), it is clear that the dispersion relation of
the structure can be highly tuned through the inertial
parameter ↵ (changing the mass and the shape of the
rigid particles) as well as the stiffness parameters Ks,
K✓ (changing the elastic parameters of the plastic films).
Four examples of the dispersion relation for different val-
ues of the bending stiffness K✓ are shown in Fig. 2 with
solid lines. The rest of the parameters are chosen to be
consistent with the literature [8–10, 45]. Note also that
the concavity of the dispersion relation for the rotation
dof is defined by the sign of � = Ks �K✓, see Fig. 2(a-c)
vs (b-d). As we explain below, the sign of � plays a key
role in the stability of the plane waves in the system.

C. Continuum Limit

Considering waves with wavelengths that are suffi-
ciently larger than the unit cell distance, i.e. � � a, one

can employ the continuum limit approximation. There-
fore, we define two continuous functions U(X,T ) and
✓(X,T ), interpolating the displacement and rotation of
the n-th pair of rigid units located at the position xn =
na, where n is an integer, such that

U(Xn, T ) = Un(T ) , ✓(Xn, T ) = ✓n(T ) , Xn =
xn

a
.

(4)
If we further assume weak nonlinearity, namely ✓ ⌧ 1,
keeping terms up to ✓3, see also [8, 9], Eqs. (1) yield,

@2U

@T 2
=

@2U

@X2
+ ✓

@✓

@X
, (5)

@2✓

@T 2
= C1

@2✓

@X2
� C2✓ � C3✓

3
� C4✓

@U

@X
, (6)

where C1 = ↵2[Ks � K✓], C2 = 6K✓↵2, C3 = 2↵2 and
C4 = 4↵2. The system of equations (5-6) is a simple
dispersion-less wave equation for the displacement field
U , Eq. (5), coupled through a nonlinear term, with a
Klein-Gordon equation for the rotation field ✓, Eq. (6).
Pulse soliton solutions of (5-6) were theoretically ob-
tained and experimentally observed in [9], revealing the
validity of the continuum coupled equations.

The linear dispersion relations of Eqs. (5-6) are given
by:

!(1) = k , (7)

!(2) =
p

C1k2 + C2 , (8)

and they are shown in Fig. 2 with dashed lines. For the
cases we plot, one can see that as long as the wavenumber
q  1, the continuum equations capture well the disper-
sive characteristics of the discrete model.

III. MODULATED WAVES IN FLEXMM

Although there are several recent studies on pulse non-
linear waves, the existence, stability and propagation of
nonlinear modulated waves, in the form of plane waves
or wavepackets in flexMM remain unexplored. Only re-
cently, the existence and stability of discrete breathers in
flexMM was explored [46]. Here, we derive the theoreti-
cal framework for the description of long-wave, nonlinear
modulated waves. For this purpose, we apply below the
multiple-scales method [24, 47] to Eqs. (5-6).

A. Multiple-Scales

We are looking for U and ✓, in the form of a perturba-
tive expansion,

U =
NX

i=1

✏iui(X0, . . . XN , T0, . . . TN ) ,

✓ =
NX

i=1

✏i✓i(X0, . . . XN , T0, . . . TN ) ,

(9)

Use multiple scales analyisis

Larger rotations
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Figure 2. Dispersion relations of Eqs. (2-3) (solid lines)
and of the continuum approximation (dashed lines) follow-
ing Eqs. (7-8). In all the examples, we fix the coefficients
↵ = 2.5, Ks = 0.01851 and we vary K✓. (a) K✓ = 1.534.10�4,
(b) K✓ = 0.1, (c) K✓ = 0.01551, and (d) K✓ = 0.02151. Left
(right) panels correspond to � > 0 (� < 0).

where Ti = ✏iT and Xi = ✏iX, with i = 0, 1, . . . N and ✏
represents a small parameter. X0 and T0 correspond to
the original “fast” spatial and temporal scales of the car-
rier wave, while Xi and Ti with i 6= 0 define progressively
the “slow” spatial and temporal scales of the envelope.

By inserting the expansions of Eq. (9) into the sys-
tem of Eqs. (5-6), and taking into account the derivative
operators of the new spatial and temporal variables [see
appendix B Eqs. (B1)], we end up with the following hi-
erarchy of equations at successive orders of ✏,

O(✏)
(
L̂
(1)
0 u1 = 0 ,

L̂
(2)
0 ✓1 = 0 ,

O(✏2)
(
L̂
(1)
0 u2 = �L̂

(1)
1 u1 + M̂

(1)
0 ✓21 ,

L̂
(2)
0 ✓2 = �L̂

(2)
1 ✓1 + ✓1M̂

(2)
0 u1 ,

O(✏3)
8
><

>:

L̂
(1)
0 u3 = �L̂

(1)
1 u2 � L̂

(1)
2 u1 + M̂

(1)
1 ✓21 + 2M̂(1)

0 ✓1✓2 ,

L̂
(2)
0 ✓3 = �L̂

(2)
1 ✓2 � L̂

(2)
2 ✓1 + M̂

(3)✓31 + ✓1M̂
(2)
0 u2

+✓1M̂
(2)
1 u1 + ✓2M̂

(2)
0 u1 ,

(10)
where the linear operators, L̂(i)

j and M̂
(i)
j , applied to the

linear and nonlinear terms of the equations (5-6) respec-
tively are defined in the appendix B Eqs. (B2).

The first set of equations (10) of order O(✏), corre-

sponds to the linearized system of Eqs.(5-6). Using the
fact that in the linear regime the two fields are decou-
pled, we will focus on the particular case which, at the
leading order, there is only rotational motion, i.e.,

u1 = 0 ,

✓1 = B(X1, T1, X2, T2, ...)e
i(kX0�!T0) + c.c ,

(11)

with ! and k satisfying the dispersion relation Eq. (8)
and c.c stands for the complex conjugate.

Let us proceed to the next order of the perturbation
scheme, O(✏2), and substitute the solutions (11) into the
second set of equations (10) to obtain,

L̂
(1)
0 u2 = M̂

(1)
0 ✓21 ,

L̂
(2)
0 ✓2 = �L̂

(2)
1 ✓1 .

(12)

The right-hand-side of the last equation is a secular
term, as it acts as a source term proportional to ei� (� =

kX0�!T0) with which the linear operator L̂(2)
0 on the left

is in resonance. This implies that the solution ✓2 would
blow up as t ! 1 and thus the perturbation scheme will
fail. The only way for the expansion to be bounded is
to set the secular term to zero, which translates to the
following relation for the envelope function B,

D1B + vgD1XB = 0 . (13)

Here we have introduced the group velocity given by

vg =
C1k

p
C1k2 + C2

=
C1k

!
. (14)

Once the secular term is removed, the system of equa-
tions of the second order in ✏ in Eq. (10) is now reduced
to,

(
L̂
(1)
0 u2 = ikB2e2i� + c.c ,

L̂
(2)
0 ✓2 = 0 .

(15)

The first equation has the following solution,

u2 =
ikB2

4(k2 � !2)
e2i� + c.c , (16)

where the homogeneous part of the solutions is omit-
ted due to our choice of initial conditions U(0, X) =
U̇(0, X) = 0. For ✓2 we choose the trivial solution, i.e.
✓2 = 0, since any other solution can be incorporated in
B.

B. Nonlinear Schrödinger Equation (NLSE)

We now proceed with the O(✏3) order of the perturba-
tion scheme. By using u1 = 0 and ✓2 = 0, as discussed
above, the last equation of Eq. (10) is reduced to

L̂
(2)
0 ✓3 = �L̂

(2)
2 ✓1 + M̂

(3)✓31 + ✓1M̂
(2)
0 u2 . (17)

θ = ϵθ1 + ϵ2θ2 + ϵ3θ3 + . . .
U = ϵu1 + ϵ2u2 + ϵ3u3 + . . .

2

(c)(b)

(a)

Case (II): Rotation + Displacement

Different possible
rigid masses

Case (I): Rotation

Symmetric
excitation

Longitudinal
spring

+
Shear spring Bending spring

+
Bond elasticity

Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],
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Similar to the previous order, there are secular terms in
the right-hand side of Eq. (17) proportional to ei�: the
L̂
(2)
2 ✓1, and parts of the M̂

(3)✓31 and ✓1M̂
(2)
0 u2 terms. To

find their secular contributions, we develop the operators
as well as the functions on which they are applied. For
the first of them,

M̂
(3)✓31 = �C3B

3e3i� � 3C3|B|
2Bei� + c.c , (18)

the secular contribution is �3C3|B|
2Bei�. For the next

one,

✓1M̂
(2)
0 u2 =

C4k2B3

2(k2 � !2)
e3i� +

C4k2|B|
2B

2(k2 � !2)
ei� + c.c ,

(19)

the secular contribution is C4k
2|B|2B

2(k2�!2) e
i�. To avoid the

resonant driving we set all the secular terms equal to
zero (17-18-19),

L̂
(2)
2 ✓1 +

✓
3C3 �

C4k2

2 (k2 � !2)

◆
|B|

2Bei� = 0 . (20)

It is possible to simplify this expression Eq. (20) by using
the variables ⇠i = Xi � vgTi, ⌧i = Ti, i.e. a reference
frame moving with the group velocity. Within this frame
Eq. (13), becomes @B/@⌧1 = 0 and Eq. (20) leads to the
following nonlinear Schrödinger (NLS) equation,

i
@B

@⌧2
+

g1
2

@2B

@⇠21
+ g2|B|

2B = 0 . (21)

Eq. (21) describes the evolution of the envelope B of the
modulated rotational waves, in the co-moving space vari-
able and the second order slow time.

The coefficients g1 and g2 are given by the following
expressions,

g1 =
d2!

dk2
=

C1 � v2g
p
C1k2 + C2

,

g2 = �
1

2
p
C1k2 + C2

✓
3C3 +

C4k2

2k2(C1 � 1) + 2C2

◆
.

(22)

Furthermore, Eq. (21) can be rewritten as a function of
a single nonlinear parameter g = g2/g1 by applying the
following change of variable ⌧̃2 = g1⌧2,

i
@B

@⌧̃2
+

1

2

@2B

@⇠21
+ g|B|

2B = 0 . (23)

In its current form, the NLS equation has two distinct
behaviors depending on the sign of the nonlinearity coef-
ficient: it is known as focusing when g > 0 and defocus-
ing for g < 0. Among other different properties between
these two cases, an important one is the stability of plane
wave solutions. More precisely, for the focusing case, it
is known that plane waves are subject to modulational
instabilities [13, 27, 28, 48–51], which is the main inter-
est of the present work. Therefore, below we establish
the conditions under which MI appears in the proposed
flexMM.

C. Modulation instability (MI)

We seek solutions of Eq. (23) in the form of a perturbed
plane wave [11],

B(⇠1, ⌧̃2) = (A0 + b(⇠1, ⌧̃2))e
i(k0⇠1�!0⌧̃2+✓̃(⇠1,⌧̃2)) , (24)

with b the amplitude and ✓̃ the phase of small perturba-
tions. The unperturbed plane wave satisfies the disper-
sion relation,

!0 =
k20
2

� gA2
0. (25)

Inserting Eq. (24) into Eq. (23), we find at first order a
set of linear equations for the perturbations b and ✓̃. We
thus assume harmonic solutions of the form,

b = f1e
i(K⇠1�⌦⌧̃2) , ✓̃ = f2e

i(K⇠1�⌦⌧̃2) , (26)

where the perturbation frequency ⌦ and wavenumber K
follow the dispersion relation,

⌦ = Kk0 ± |K|

r
K2

4
� gA2

0 . (27)

We can now identify two different regions of stability of
the plane waves. On the one hand, where g < 0 the per-
turbations are oscillating functions and remain bounded.
Thus we call this region modulational stable. On the
other hand, for g > 0 there exists a band of unstable
wavenumbers satisfying K < Kc where,

|Kc| = 2A0
p
g , (28)

resulting in a complex frequency ⌦ = ⌦R ± i⌦I with

⌦R = Kk0, ⌦I = |K|A0

s

g �
K2

4A2
0

. (29)

We call this region modulational unstable. The small
unstable wavenumbers lead to an exponential growth of
the perturbations, with a growth rate ⌦I . Thus any
perturbation with wavenumbers within the instability
band should lead to MI. Another important parameter
for studying MI is the wavenumber with the maximum
growth rate,

|Km| = A0

p
2g . (30)

We notice that both the critical wavenumber Kc and the
wavenumber corresponding to the fastest growth rate of
the perturbations Km, depend on the parameter g and
the initial amplitude A0.

Parametric study of the coefficient g

It is now clear that the stability of modulated waves in
the flexMM depends on the sign g. As already discussed
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Similar to the previous order, there are secular terms in
the right-hand side of Eq. (17) proportional to ei�: the
L̂
(2)
2 ✓1, and parts of the M̂

(3)✓31 and ✓1M̂
(2)
0 u2 terms. To

find their secular contributions, we develop the operators
as well as the functions on which they are applied. For
the first of them,

M̂
(3)✓31 = �C3B

3e3i� � 3C3|B|
2Bei� + c.c , (18)

the secular contribution is �3C3|B|
2Bei�. For the next

one,

✓1M̂
(2)
0 u2 =

C4k2B3

2(k2 � !2)
e3i� +

C4k2|B|
2B

2(k2 � !2)
ei� + c.c ,

(19)

the secular contribution is C4k
2|B|2B

2(k2�!2) e
i�. To avoid the

resonant driving we set all the secular terms equal to
zero (17-18-19),

L̂
(2)
2 ✓1 +

✓
3C3 �

C4k2

2 (k2 � !2)

◆
|B|

2Bei� = 0 . (20)

It is possible to simplify this expression Eq. (20) by using
the variables ⇠i = Xi � vgTi, ⌧i = Ti, i.e. a reference
frame moving with the group velocity. Within this frame
Eq. (13), becomes @B/@⌧1 = 0 and Eq. (20) leads to the
following nonlinear Schrödinger (NLS) equation,

i
@B

@⌧2
+

g1
2

@2B

@⇠21
+ g2|B|

2B = 0 . (21)

Eq. (21) describes the evolution of the envelope B of the
modulated rotational waves, in the co-moving space vari-
able and the second order slow time.

The coefficients g1 and g2 are given by the following
expressions,

g1 =
d2!

dk2
=

C1 � v2g
p
C1k2 + C2

,

g2 = �
1

2
p
C1k2 + C2

✓
3C3 +

C4k2

2k2(C1 � 1) + 2C2

◆
.

(22)

Furthermore, Eq. (21) can be rewritten as a function of
a single nonlinear parameter g = g2/g1 by applying the
following change of variable ⌧̃2 = g1⌧2,

i
@B

@⌧̃2
+

1

2

@2B

@⇠21
+ g|B|

2B = 0 . (23)

In its current form, the NLS equation has two distinct
behaviors depending on the sign of the nonlinearity coef-
ficient: it is known as focusing when g > 0 and defocus-
ing for g < 0. Among other different properties between
these two cases, an important one is the stability of plane
wave solutions. More precisely, for the focusing case, it
is known that plane waves are subject to modulational
instabilities [13, 27, 28, 48–51], which is the main inter-
est of the present work. Therefore, below we establish
the conditions under which MI appears in the proposed
flexMM.

C. Modulation instability (MI)

We seek solutions of Eq. (23) in the form of a perturbed
plane wave [11],

B(⇠1, ⌧̃2) = (A0 + b(⇠1, ⌧̃2))e
i(k0⇠1�!0⌧̃2+✓̃(⇠1,⌧̃2)) , (24)

with b the amplitude and ✓̃ the phase of small perturba-
tions. The unperturbed plane wave satisfies the disper-
sion relation,

!0 =
k20
2

� gA2
0. (25)

Inserting Eq. (24) into Eq. (23), we find at first order a
set of linear equations for the perturbations b and ✓̃. We
thus assume harmonic solutions of the form,

b = f1e
i(K⇠1�⌦⌧̃2) , ✓̃ = f2e

i(K⇠1�⌦⌧̃2) , (26)

where the perturbation frequency ⌦ and wavenumber K
follow the dispersion relation,

⌦ = Kk0 ± |K|

r
K2

4
� gA2

0 . (27)

We can now identify two different regions of stability of
the plane waves. On the one hand, where g < 0 the per-
turbations are oscillating functions and remain bounded.
Thus we call this region modulational stable. On the
other hand, for g > 0 there exists a band of unstable
wavenumbers satisfying K < Kc where,

|Kc| = 2A0
p
g , (28)

resulting in a complex frequency ⌦ = ⌦R ± i⌦I with

⌦R = Kk0, ⌦I = |K|A0

s

g �
K2

4A2
0

. (29)

We call this region modulational unstable. The small
unstable wavenumbers lead to an exponential growth of
the perturbations, with a growth rate ⌦I . Thus any
perturbation with wavenumbers within the instability
band should lead to MI. Another important parameter
for studying MI is the wavenumber with the maximum
growth rate,

|Km| = A0

p
2g . (30)

We notice that both the critical wavenumber Kc and the
wavenumber corresponding to the fastest growth rate of
the perturbations Km, depend on the parameter g and
the initial amplitude A0.

Parametric study of the coefficient g

It is now clear that the stability of modulated waves in
the flexMM depends on the sign g. As already discussed
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Similar to the previous order, there are secular terms in
the right-hand side of Eq. (17) proportional to ei�: the
L̂
(2)
2 ✓1, and parts of the M̂

(3)✓31 and ✓1M̂
(2)
0 u2 terms. To

find their secular contributions, we develop the operators
as well as the functions on which they are applied. For
the first of them,

M̂
(3)✓31 = �C3B

3e3i� � 3C3|B|
2Bei� + c.c , (18)

the secular contribution is �3C3|B|
2Bei�. For the next

one,

✓1M̂
(2)
0 u2 =

C4k2B3

2(k2 � !2)
e3i� +

C4k2|B|
2B

2(k2 � !2)
ei� + c.c ,

(19)

the secular contribution is C4k
2|B|2B

2(k2�!2) e
i�. To avoid the

resonant driving we set all the secular terms equal to
zero (17-18-19),

L̂
(2)
2 ✓1 +

✓
3C3 �

C4k2

2 (k2 � !2)

◆
|B|

2Bei� = 0 . (20)

It is possible to simplify this expression Eq. (20) by using
the variables ⇠i = Xi � vgTi, ⌧i = Ti, i.e. a reference
frame moving with the group velocity. Within this frame
Eq. (13), becomes @B/@⌧1 = 0 and Eq. (20) leads to the
following nonlinear Schrödinger (NLS) equation,

i
@B

@⌧2
+

g1
2

@2B

@⇠21
+ g2|B|

2B = 0 . (21)

Eq. (21) describes the evolution of the envelope B of the
modulated rotational waves, in the co-moving space vari-
able and the second order slow time.

The coefficients g1 and g2 are given by the following
expressions,

g1 =
d2!

dk2
=

C1 � v2g
p
C1k2 + C2

,

g2 = �
1

2
p
C1k2 + C2

✓
3C3 +

C4k2

2k2(C1 � 1) + 2C2

◆
.

(22)

Furthermore, Eq. (21) can be rewritten as a function of
a single nonlinear parameter g = g2/g1 by applying the
following change of variable ⌧̃2 = g1⌧2,

i
@B

@⌧̃2
+

1

2

@2B

@⇠21
+ g|B|

2B = 0 . (23)

In its current form, the NLS equation has two distinct
behaviors depending on the sign of the nonlinearity coef-
ficient: it is known as focusing when g > 0 and defocus-
ing for g < 0. Among other different properties between
these two cases, an important one is the stability of plane
wave solutions. More precisely, for the focusing case, it
is known that plane waves are subject to modulational
instabilities [13, 27, 28, 48–51], which is the main inter-
est of the present work. Therefore, below we establish
the conditions under which MI appears in the proposed
flexMM.

C. Modulation instability (MI)

We seek solutions of Eq. (23) in the form of a perturbed
plane wave [11],

B(⇠1, ⌧̃2) = (A0 + b(⇠1, ⌧̃2))e
i(k0⇠1�!0⌧̃2+✓̃(⇠1,⌧̃2)) , (24)

with b the amplitude and ✓̃ the phase of small perturba-
tions. The unperturbed plane wave satisfies the disper-
sion relation,

!0 =
k20
2

� gA2
0. (25)

Inserting Eq. (24) into Eq. (23), we find at first order a
set of linear equations for the perturbations b and ✓̃. We
thus assume harmonic solutions of the form,

b = f1e
i(K⇠1�⌦⌧̃2) , ✓̃ = f2e

i(K⇠1�⌦⌧̃2) , (26)

where the perturbation frequency ⌦ and wavenumber K
follow the dispersion relation,

⌦ = Kk0 ± |K|

r
K2

4
� gA2

0 . (27)

We can now identify two different regions of stability of
the plane waves. On the one hand, where g < 0 the per-
turbations are oscillating functions and remain bounded.
Thus we call this region modulational stable. On the
other hand, for g > 0 there exists a band of unstable
wavenumbers satisfying K < Kc where,

|Kc| = 2A0
p
g , (28)

resulting in a complex frequency ⌦ = ⌦R ± i⌦I with

⌦R = Kk0, ⌦I = |K|A0

s

g �
K2

4A2
0

. (29)

We call this region modulational unstable. The small
unstable wavenumbers lead to an exponential growth of
the perturbations, with a growth rate ⌦I . Thus any
perturbation with wavenumbers within the instability
band should lead to MI. Another important parameter
for studying MI is the wavenumber with the maximum
growth rate,

|Km| = A0

p
2g . (30)

We notice that both the critical wavenumber Kc and the
wavenumber corresponding to the fastest growth rate of
the perturbations Km, depend on the parameter g and
the initial amplitude A0.

Parametric study of the coefficient g

It is now clear that the stability of modulated waves in
the flexMM depends on the sign g. As already discussed

5

Similar to the previous order, there are secular terms in
the right-hand side of Eq. (17) proportional to ei�: the
L̂
(2)
2 ✓1, and parts of the M̂

(3)✓31 and ✓1M̂
(2)
0 u2 terms. To

find their secular contributions, we develop the operators
as well as the functions on which they are applied. For
the first of them,

M̂
(3)✓31 = �C3B

3e3i� � 3C3|B|
2Bei� + c.c , (18)

the secular contribution is �3C3|B|
2Bei�. For the next

one,
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0 u2 =

C4k2B3

2(k2 � !2)
e3i� +

C4k2|B|
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2(k2 � !2)
ei� + c.c ,

(19)

the secular contribution is C4k
2|B|2B

2(k2�!2) e
i�. To avoid the

resonant driving we set all the secular terms equal to
zero (17-18-19),
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2 (k2 � !2)

◆
|B|

2Bei� = 0 . (20)

It is possible to simplify this expression Eq. (20) by using
the variables ⇠i = Xi � vgTi, ⌧i = Ti, i.e. a reference
frame moving with the group velocity. Within this frame
Eq. (13), becomes @B/@⌧1 = 0 and Eq. (20) leads to the
following nonlinear Schrödinger (NLS) equation,

i
@B

@⌧2
+

g1
2

@2B

@⇠21
+ g2|B|

2B = 0 . (21)

Eq. (21) describes the evolution of the envelope B of the
modulated rotational waves, in the co-moving space vari-
able and the second order slow time.

The coefficients g1 and g2 are given by the following
expressions,

g1 =
d2!

dk2
=

C1 � v2g
p
C1k2 + C2

,

g2 = �
1

2
p
C1k2 + C2

✓
3C3 +

C4k2

2k2(C1 � 1) + 2C2

◆
.

(22)

Furthermore, Eq. (21) can be rewritten as a function of
a single nonlinear parameter g = g2/g1 by applying the
following change of variable ⌧̃2 = g1⌧2,
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@⌧̃2
+

1

2

@2B

@⇠21
+ g|B|

2B = 0 . (23)

In its current form, the NLS equation has two distinct
behaviors depending on the sign of the nonlinearity coef-
ficient: it is known as focusing when g > 0 and defocus-
ing for g < 0. Among other different properties between
these two cases, an important one is the stability of plane
wave solutions. More precisely, for the focusing case, it
is known that plane waves are subject to modulational
instabilities [13, 27, 28, 48–51], which is the main inter-
est of the present work. Therefore, below we establish
the conditions under which MI appears in the proposed
flexMM.

C. Modulation instability (MI)

We seek solutions of Eq. (23) in the form of a perturbed
plane wave [11],

B(⇠1, ⌧̃2) = (A0 + b(⇠1, ⌧̃2))e
i(k0⇠1�!0⌧̃2+✓̃(⇠1,⌧̃2)) , (24)

with b the amplitude and ✓̃ the phase of small perturba-
tions. The unperturbed plane wave satisfies the disper-
sion relation,

!0 =
k20
2

� gA2
0. (25)

Inserting Eq. (24) into Eq. (23), we find at first order a
set of linear equations for the perturbations b and ✓̃. We
thus assume harmonic solutions of the form,

b = f1e
i(K⇠1�⌦⌧̃2) , ✓̃ = f2e

i(K⇠1�⌦⌧̃2) , (26)

where the perturbation frequency ⌦ and wavenumber K
follow the dispersion relation,

⌦ = Kk0 ± |K|

r
K2

4
� gA2

0 . (27)

We can now identify two different regions of stability of
the plane waves. On the one hand, where g < 0 the per-
turbations are oscillating functions and remain bounded.
Thus we call this region modulational stable. On the
other hand, for g > 0 there exists a band of unstable
wavenumbers satisfying K < Kc where,

|Kc| = 2A0
p
g , (28)

resulting in a complex frequency ⌦ = ⌦R ± i⌦I with

⌦R = Kk0, ⌦I = |K|A0

s

g �
K2

4A2
0

. (29)

We call this region modulational unstable. The small
unstable wavenumbers lead to an exponential growth of
the perturbations, with a growth rate ⌦I . Thus any
perturbation with wavenumbers within the instability
band should lead to MI. Another important parameter
for studying MI is the wavenumber with the maximum
growth rate,

|Km| = A0

p
2g . (30)

We notice that both the critical wavenumber Kc and the
wavenumber corresponding to the fastest growth rate of
the perturbations Km, depend on the parameter g and
the initial amplitude A0.

Parametric study of the coefficient g

It is now clear that the stability of modulated waves in
the flexMM depends on the sign g. As already discussed
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Similar to the previous order, there are secular terms in
the right-hand side of Eq. (17) proportional to ei�: the
L̂
(2)
2 ✓1, and parts of the M̂

(3)✓31 and ✓1M̂
(2)
0 u2 terms. To

find their secular contributions, we develop the operators
as well as the functions on which they are applied. For
the first of them,

M̂
(3)✓31 = �C3B

3e3i� � 3C3|B|
2Bei� + c.c , (18)

the secular contribution is �3C3|B|
2Bei�. For the next

one,
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C4k2B3
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e3i� +
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ei� + c.c ,

(19)

the secular contribution is C4k
2|B|2B

2(k2�!2) e
i�. To avoid the

resonant driving we set all the secular terms equal to
zero (17-18-19),
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2 (k2 � !2)

◆
|B|

2Bei� = 0 . (20)

It is possible to simplify this expression Eq. (20) by using
the variables ⇠i = Xi � vgTi, ⌧i = Ti, i.e. a reference
frame moving with the group velocity. Within this frame
Eq. (13), becomes @B/@⌧1 = 0 and Eq. (20) leads to the
following nonlinear Schrödinger (NLS) equation,
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g1
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@⇠21
+ g2|B|

2B = 0 . (21)

Eq. (21) describes the evolution of the envelope B of the
modulated rotational waves, in the co-moving space vari-
able and the second order slow time.

The coefficients g1 and g2 are given by the following
expressions,

g1 =
d2!

dk2
=

C1 � v2g
p
C1k2 + C2

,

g2 = �
1

2
p
C1k2 + C2
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2k2(C1 � 1) + 2C2
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(22)

Furthermore, Eq. (21) can be rewritten as a function of
a single nonlinear parameter g = g2/g1 by applying the
following change of variable ⌧̃2 = g1⌧2,
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+ g|B|

2B = 0 . (23)

In its current form, the NLS equation has two distinct
behaviors depending on the sign of the nonlinearity coef-
ficient: it is known as focusing when g > 0 and defocus-
ing for g < 0. Among other different properties between
these two cases, an important one is the stability of plane
wave solutions. More precisely, for the focusing case, it
is known that plane waves are subject to modulational
instabilities [13, 27, 28, 48–51], which is the main inter-
est of the present work. Therefore, below we establish
the conditions under which MI appears in the proposed
flexMM.

C. Modulation instability (MI)

We seek solutions of Eq. (23) in the form of a perturbed
plane wave [11],

B(⇠1, ⌧̃2) = (A0 + b(⇠1, ⌧̃2))e
i(k0⇠1�!0⌧̃2+✓̃(⇠1,⌧̃2)) , (24)

with b the amplitude and ✓̃ the phase of small perturba-
tions. The unperturbed plane wave satisfies the disper-
sion relation,

!0 =
k20
2

� gA2
0. (25)

Inserting Eq. (24) into Eq. (23), we find at first order a
set of linear equations for the perturbations b and ✓̃. We
thus assume harmonic solutions of the form,

b = f1e
i(K⇠1�⌦⌧̃2) , ✓̃ = f2e

i(K⇠1�⌦⌧̃2) , (26)

where the perturbation frequency ⌦ and wavenumber K
follow the dispersion relation,

⌦ = Kk0 ± |K|

r
K2

4
� gA2

0 . (27)

We can now identify two different regions of stability of
the plane waves. On the one hand, where g < 0 the per-
turbations are oscillating functions and remain bounded.
Thus we call this region modulational stable. On the
other hand, for g > 0 there exists a band of unstable
wavenumbers satisfying K < Kc where,

|Kc| = 2A0
p
g , (28)

resulting in a complex frequency ⌦ = ⌦R ± i⌦I with

⌦R = Kk0, ⌦I = |K|A0

s

g �
K2

4A2
0

. (29)

We call this region modulational unstable. The small
unstable wavenumbers lead to an exponential growth of
the perturbations, with a growth rate ⌦I . Thus any
perturbation with wavenumbers within the instability
band should lead to MI. Another important parameter
for studying MI is the wavenumber with the maximum
growth rate,

|Km| = A0

p
2g . (30)

We notice that both the critical wavenumber Kc and the
wavenumber corresponding to the fastest growth rate of
the perturbations Km, depend on the parameter g and
the initial amplitude A0.

Parametric study of the coefficient g

It is now clear that the stability of modulated waves in
the flexMM depends on the sign g. As already discussed
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Similar to the previous order, there are secular terms in
the right-hand side of Eq. (17) proportional to ei�: the
L̂
(2)
2 ✓1, and parts of the M̂

(3)✓31 and ✓1M̂
(2)
0 u2 terms. To

find their secular contributions, we develop the operators
as well as the functions on which they are applied. For
the first of them,

M̂
(3)✓31 = �C3B

3e3i� � 3C3|B|
2Bei� + c.c , (18)

the secular contribution is �3C3|B|
2Bei�. For the next

one,
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0 u2 =

C4k2B3

2(k2 � !2)
e3i� +

C4k2|B|
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ei� + c.c ,

(19)

the secular contribution is C4k
2|B|2B

2(k2�!2) e
i�. To avoid the

resonant driving we set all the secular terms equal to
zero (17-18-19),
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2 (k2 � !2)
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|B|

2Bei� = 0 . (20)

It is possible to simplify this expression Eq. (20) by using
the variables ⇠i = Xi � vgTi, ⌧i = Ti, i.e. a reference
frame moving with the group velocity. Within this frame
Eq. (13), becomes @B/@⌧1 = 0 and Eq. (20) leads to the
following nonlinear Schrödinger (NLS) equation,

i
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@⌧2
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g1
2

@2B

@⇠21
+ g2|B|

2B = 0 . (21)

Eq. (21) describes the evolution of the envelope B of the
modulated rotational waves, in the co-moving space vari-
able and the second order slow time.

The coefficients g1 and g2 are given by the following
expressions,

g1 =
d2!

dk2
=

C1 � v2g
p
C1k2 + C2

,

g2 = �
1

2
p
C1k2 + C2
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2k2(C1 � 1) + 2C2
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(22)

Furthermore, Eq. (21) can be rewritten as a function of
a single nonlinear parameter g = g2/g1 by applying the
following change of variable ⌧̃2 = g1⌧2,
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@⇠21
+ g|B|

2B = 0 . (23)

In its current form, the NLS equation has two distinct
behaviors depending on the sign of the nonlinearity coef-
ficient: it is known as focusing when g > 0 and defocus-
ing for g < 0. Among other different properties between
these two cases, an important one is the stability of plane
wave solutions. More precisely, for the focusing case, it
is known that plane waves are subject to modulational
instabilities [13, 27, 28, 48–51], which is the main inter-
est of the present work. Therefore, below we establish
the conditions under which MI appears in the proposed
flexMM.

C. Modulation instability (MI)

We seek solutions of Eq. (23) in the form of a perturbed
plane wave [11],

B(⇠1, ⌧̃2) = (A0 + b(⇠1, ⌧̃2))e
i(k0⇠1�!0⌧̃2+✓̃(⇠1,⌧̃2)) , (24)

with b the amplitude and ✓̃ the phase of small perturba-
tions. The unperturbed plane wave satisfies the disper-
sion relation,

!0 =
k20
2

� gA2
0. (25)

Inserting Eq. (24) into Eq. (23), we find at first order a
set of linear equations for the perturbations b and ✓̃. We
thus assume harmonic solutions of the form,

b = f1e
i(K⇠1�⌦⌧̃2) , ✓̃ = f2e

i(K⇠1�⌦⌧̃2) , (26)

where the perturbation frequency ⌦ and wavenumber K
follow the dispersion relation,

⌦ = Kk0 ± |K|

r
K2

4
� gA2

0 . (27)

We can now identify two different regions of stability of
the plane waves. On the one hand, where g < 0 the per-
turbations are oscillating functions and remain bounded.
Thus we call this region modulational stable. On the
other hand, for g > 0 there exists a band of unstable
wavenumbers satisfying K < Kc where,

|Kc| = 2A0
p
g , (28)

resulting in a complex frequency ⌦ = ⌦R ± i⌦I with

⌦R = Kk0, ⌦I = |K|A0

s

g �
K2

4A2
0

. (29)

We call this region modulational unstable. The small
unstable wavenumbers lead to an exponential growth of
the perturbations, with a growth rate ⌦I . Thus any
perturbation with wavenumbers within the instability
band should lead to MI. Another important parameter
for studying MI is the wavenumber with the maximum
growth rate,

|Km| = A0

p
2g . (30)

We notice that both the critical wavenumber Kc and the
wavenumber corresponding to the fastest growth rate of
the perturbations Km, depend on the parameter g and
the initial amplitude A0.

Parametric study of the coefficient g

It is now clear that the stability of modulated waves in
the flexMM depends on the sign g. As already discussed

If g > 0 and

5

Similar to the previous order, there are secular terms in
the right-hand side of Eq. (17) proportional to ei�: the
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2 ✓1, and parts of the M̂

(3)✓31 and ✓1M̂
(2)
0 u2 terms. To

find their secular contributions, we develop the operators
as well as the functions on which they are applied. For
the first of them,

M̂
(3)✓31 = �C3B

3e3i� � 3C3|B|
2Bei� + c.c , (18)

the secular contribution is �3C3|B|
2Bei�. For the next

one,
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C4k2B3
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ei� + c.c ,

(19)

the secular contribution is C4k
2|B|2B

2(k2�!2) e
i�. To avoid the

resonant driving we set all the secular terms equal to
zero (17-18-19),
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2Bei� = 0 . (20)

It is possible to simplify this expression Eq. (20) by using
the variables ⇠i = Xi � vgTi, ⌧i = Ti, i.e. a reference
frame moving with the group velocity. Within this frame
Eq. (13), becomes @B/@⌧1 = 0 and Eq. (20) leads to the
following nonlinear Schrödinger (NLS) equation,
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g1
2
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@⇠21
+ g2|B|

2B = 0 . (21)

Eq. (21) describes the evolution of the envelope B of the
modulated rotational waves, in the co-moving space vari-
able and the second order slow time.

The coefficients g1 and g2 are given by the following
expressions,

g1 =
d2!

dk2
=

C1 � v2g
p
C1k2 + C2

,

g2 = �
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2
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(22)

Furthermore, Eq. (21) can be rewritten as a function of
a single nonlinear parameter g = g2/g1 by applying the
following change of variable ⌧̃2 = g1⌧2,
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2B = 0 . (23)

In its current form, the NLS equation has two distinct
behaviors depending on the sign of the nonlinearity coef-
ficient: it is known as focusing when g > 0 and defocus-
ing for g < 0. Among other different properties between
these two cases, an important one is the stability of plane
wave solutions. More precisely, for the focusing case, it
is known that plane waves are subject to modulational
instabilities [13, 27, 28, 48–51], which is the main inter-
est of the present work. Therefore, below we establish
the conditions under which MI appears in the proposed
flexMM.

C. Modulation instability (MI)

We seek solutions of Eq. (23) in the form of a perturbed
plane wave [11],

B(⇠1, ⌧̃2) = (A0 + b(⇠1, ⌧̃2))e
i(k0⇠1�!0⌧̃2+✓̃(⇠1,⌧̃2)) , (24)

with b the amplitude and ✓̃ the phase of small perturba-
tions. The unperturbed plane wave satisfies the disper-
sion relation,

!0 =
k20
2

� gA2
0. (25)

Inserting Eq. (24) into Eq. (23), we find at first order a
set of linear equations for the perturbations b and ✓̃. We
thus assume harmonic solutions of the form,

b = f1e
i(K⇠1�⌦⌧̃2) , ✓̃ = f2e

i(K⇠1�⌦⌧̃2) , (26)

where the perturbation frequency ⌦ and wavenumber K
follow the dispersion relation,

⌦ = Kk0 ± |K|

r
K2

4
� gA2

0 . (27)

We can now identify two different regions of stability of
the plane waves. On the one hand, where g < 0 the per-
turbations are oscillating functions and remain bounded.
Thus we call this region modulational stable. On the
other hand, for g > 0 there exists a band of unstable
wavenumbers satisfying K < Kc where,

|Kc| = 2A0
p
g , (28)

resulting in a complex frequency ⌦ = ⌦R ± i⌦I with

⌦R = Kk0, ⌦I = |K|A0

s

g �
K2

4A2
0

. (29)

We call this region modulational unstable. The small
unstable wavenumbers lead to an exponential growth of
the perturbations, with a growth rate ⌦I . Thus any
perturbation with wavenumbers within the instability
band should lead to MI. Another important parameter
for studying MI is the wavenumber with the maximum
growth rate,

|Km| = A0

p
2g . (30)

We notice that both the critical wavenumber Kc and the
wavenumber corresponding to the fastest growth rate of
the perturbations Km, depend on the parameter g and
the initial amplitude A0.

Parametric study of the coefficient g

It is now clear that the stability of modulated waves in
the flexMM depends on the sign g. As already discussed

The perturbations grow with time
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Similar to the previous order, there are secular terms in
the right-hand side of Eq. (17) proportional to ei�: the
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(2)
0 u2 terms. To

find their secular contributions, we develop the operators
as well as the functions on which they are applied. For
the first of them,

M̂
(3)✓31 = �C3B

3e3i� � 3C3|B|
2Bei� + c.c , (18)

the secular contribution is �3C3|B|
2Bei�. For the next

one,
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(19)

the secular contribution is C4k
2|B|2B

2(k2�!2) e
i�. To avoid the

resonant driving we set all the secular terms equal to
zero (17-18-19),
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It is possible to simplify this expression Eq. (20) by using
the variables ⇠i = Xi � vgTi, ⌧i = Ti, i.e. a reference
frame moving with the group velocity. Within this frame
Eq. (13), becomes @B/@⌧1 = 0 and Eq. (20) leads to the
following nonlinear Schrödinger (NLS) equation,
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2B = 0 . (21)

Eq. (21) describes the evolution of the envelope B of the
modulated rotational waves, in the co-moving space vari-
able and the second order slow time.

The coefficients g1 and g2 are given by the following
expressions,

g1 =
d2!

dk2
=

C1 � v2g
p
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,

g2 = �
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Furthermore, Eq. (21) can be rewritten as a function of
a single nonlinear parameter g = g2/g1 by applying the
following change of variable ⌧̃2 = g1⌧2,
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In its current form, the NLS equation has two distinct
behaviors depending on the sign of the nonlinearity coef-
ficient: it is known as focusing when g > 0 and defocus-
ing for g < 0. Among other different properties between
these two cases, an important one is the stability of plane
wave solutions. More precisely, for the focusing case, it
is known that plane waves are subject to modulational
instabilities [13, 27, 28, 48–51], which is the main inter-
est of the present work. Therefore, below we establish
the conditions under which MI appears in the proposed
flexMM.

C. Modulation instability (MI)

We seek solutions of Eq. (23) in the form of a perturbed
plane wave [11],

B(⇠1, ⌧̃2) = (A0 + b(⇠1, ⌧̃2))e
i(k0⇠1�!0⌧̃2+✓̃(⇠1,⌧̃2)) , (24)

with b the amplitude and ✓̃ the phase of small perturba-
tions. The unperturbed plane wave satisfies the disper-
sion relation,

!0 =
k20
2

� gA2
0. (25)

Inserting Eq. (24) into Eq. (23), we find at first order a
set of linear equations for the perturbations b and ✓̃. We
thus assume harmonic solutions of the form,

b = f1e
i(K⇠1�⌦⌧̃2) , ✓̃ = f2e

i(K⇠1�⌦⌧̃2) , (26)

where the perturbation frequency ⌦ and wavenumber K
follow the dispersion relation,

⌦ = Kk0 ± |K|

r
K2

4
� gA2

0 . (27)

We can now identify two different regions of stability of
the plane waves. On the one hand, where g < 0 the per-
turbations are oscillating functions and remain bounded.
Thus we call this region modulational stable. On the
other hand, for g > 0 there exists a band of unstable
wavenumbers satisfying K < Kc where,

|Kc| = 2A0
p
g , (28)

resulting in a complex frequency ⌦ = ⌦R ± i⌦I with

⌦R = Kk0, ⌦I = |K|A0

s

g �
K2

4A2
0

. (29)

We call this region modulational unstable. The small
unstable wavenumbers lead to an exponential growth of
the perturbations, with a growth rate ⌦I . Thus any
perturbation with wavenumbers within the instability
band should lead to MI. Another important parameter
for studying MI is the wavenumber with the maximum
growth rate,

|Km| = A0

p
2g . (30)

We notice that both the critical wavenumber Kc and the
wavenumber corresponding to the fastest growth rate of
the perturbations Km, depend on the parameter g and
the initial amplitude A0.

Parametric study of the coefficient g

It is now clear that the stability of modulated waves in
the flexMM depends on the sign g. As already discussed
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],

4

Figure 2. Dispersion relations of Eqs. (2-3) (solid lines)
and of the continuum approximation (dashed lines) follow-
ing Eqs. (7-8). In all the examples, we fix the coefficients
↵ = 2.5, Ks = 0.01851 and we vary K✓. (a) K✓ = 1.534.10�4,
(b) K✓ = 0.1, (c) K✓ = 0.01551, and (d) K✓ = 0.02151. Left
(right) panels correspond to � > 0 (� < 0).

where Ti = ✏iT and Xi = ✏iX, with i = 0, 1, . . . N and ✏
represents a small parameter. X0 and T0 correspond to
the original “fast” spatial and temporal scales of the car-
rier wave, while Xi and Ti with i 6= 0 define progressively
the “slow” spatial and temporal scales of the envelope.

By inserting the expansions of Eq. (9) into the sys-
tem of Eqs. (5-6), and taking into account the derivative
operators of the new spatial and temporal variables [see
appendix B Eqs. (B1)], we end up with the following hi-
erarchy of equations at successive orders of ✏,

O(✏)
(
L̂
(1)
0 u1 = 0 ,

L̂
(2)
0 ✓1 = 0 ,

O(✏2)
(
L̂
(1)
0 u2 = �L̂

(1)
1 u1 + M̂

(1)
0 ✓21 ,

L̂
(2)
0 ✓2 = �L̂

(2)
1 ✓1 + ✓1M̂

(2)
0 u1 ,

O(✏3)
8
><

>:

L̂
(1)
0 u3 = �L̂

(1)
1 u2 � L̂

(1)
2 u1 + M̂

(1)
1 ✓21 + 2M̂(1)

0 ✓1✓2 ,

L̂
(2)
0 ✓3 = �L̂

(2)
1 ✓2 � L̂

(2)
2 ✓1 + M̂

(3)✓31 + ✓1M̂
(2)
0 u2

+✓1M̂
(2)
1 u1 + ✓2M̂

(2)
0 u1 ,

(10)
where the linear operators, L̂(i)

j and M̂
(i)
j , applied to the

linear and nonlinear terms of the equations (5-6) respec-
tively are defined in the appendix B Eqs. (B2).

The first set of equations (10) of order O(✏), corre-

sponds to the linearized system of Eqs.(5-6). Using the
fact that in the linear regime the two fields are decou-
pled, we will focus on the particular case which, at the
leading order, there is only rotational motion, i.e.,

u1 = 0 ,

✓1 = B(X1, T1, X2, T2, ...)e
i(kX0�!T0) + c.c ,

(11)

with ! and k satisfying the dispersion relation Eq. (8)
and c.c stands for the complex conjugate.

Let us proceed to the next order of the perturbation
scheme, O(✏2), and substitute the solutions (11) into the
second set of equations (10) to obtain,

L̂
(1)
0 u2 = M̂

(1)
0 ✓21 ,

L̂
(2)
0 ✓2 = �L̂

(2)
1 ✓1 .

(12)

The right-hand-side of the last equation is a secular
term, as it acts as a source term proportional to ei� (� =

kX0�!T0) with which the linear operator L̂(2)
0 on the left

is in resonance. This implies that the solution ✓2 would
blow up as t ! 1 and thus the perturbation scheme will
fail. The only way for the expansion to be bounded is
to set the secular term to zero, which translates to the
following relation for the envelope function B,

D1B + vgD1XB = 0 . (13)

Here we have introduced the group velocity given by

vg =
C1k

p
C1k2 + C2

=
C1k

!
. (14)

Once the secular term is removed, the system of equa-
tions of the second order in ✏ in Eq. (10) is now reduced
to,

(
L̂
(1)
0 u2 = ikB2e2i� + c.c ,

L̂
(2)
0 ✓2 = 0 .

(15)

The first equation has the following solution,

u2 =
ikB2

4(k2 � !2)
e2i� + c.c , (16)

where the homogeneous part of the solutions is omit-
ted due to our choice of initial conditions U(0, X) =
U̇(0, X) = 0. For ✓2 we choose the trivial solution, i.e.
✓2 = 0, since any other solution can be incorporated in
B.

B. Nonlinear Schrödinger Equation (NLSE)

We now proceed with the O(✏3) order of the perturba-
tion scheme. By using u1 = 0 and ✓2 = 0, as discussed
above, the last equation of Eq. (10) is reduced to

L̂
(2)
0 ✓3 = �L̂

(2)
2 ✓1 + M̂

(3)✓31 + ✓1M̂
(2)
0 u2 . (17)
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],
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in section II, we study two distinct cases: (I) allowing
only rotations and (II) with 2 dofs per unit, i.e. including
both rotation and longitudinal displacement [Fig.1(b-c)].
The corresponding nonlinear coefficient g(�,↵,K✓, k) for
the two cases is given by,

g =
�3↵2

�↵2 � v2g
, (31)

for case (I), and

g =
�3↵2

�↵2 � v2g

✓
1 +

k2

3k2 (↵2� � 1) + 18K✓↵2

◆
, (32)

for case (II).
In practice, the sign of g is determined by the choice of

the carrier wavenumber k and the geometrical character-
istics of the flexMM. This shows the great flexibility that
the proposed system offers in order to manipulate weakly
nonlinear waves. In Fig. 3 we plot a map of the sign of
g as a function of the wavenumber k and �. In all cases,
white (resp. black) regions correspond to g > 0 (resp.
g < 0). From the left panel, it is clear that for case (I)
with only rotations, the sign of g solely depends on the
sign of delta. However for case (II), things are different
and the coupling between the rotation and the longitudi-
nal motion creates intermediate regions of focusing and
defocusing behavior depending also on the wavenumber
k. The different panels of Fig. 3 also show how these
regions "move" towards larger k by changing the value
of the inertia parameter ↵.

Another interpretation of the results plotted in Fig. 3 is
that the coupling between the rotations and longitudinal
displacements creates stripes of stability (black shaded
regions) in the otherwise unstable single dof lattice with
only rotations [panel (a)]. At the same time this cou-
pling forms regions of instability (white) where solely ro-
tational motion would have been stable. Once again, this
result shows the great tunability and richness of the sys-
tem regarding nonlinear wave propagation.

IV. NUMERICAL SIMULATIONS OF THE
FLEXMM

In this section we use direct numerical simulations of
the system’s discrete equations (1), in order to verify
our analytical predictions. In particular we first want
to check the stability of plane waves as this is predicted
by the sign of g (defocusing vs focusing) of the effective
NLS. In addition, in the case of modulational instability,
we want to compare the unstable generated wavenumber,
according to the ones that the MI analysis predicts. Fur-
thermore, we use the numerical simulations to uncover as
well the dynamics of the system long after the emergence
of the MI. We thus solve the Eqs. (1) using a 4th order
Runge-Kutta iterative integration scheme for a total of
N = 500 sites, using periodic boundary conditions. We
focus on the case with ↵ = 2.5 (Fig. 3 panels (a) and (c))

g > 0 g < 0

(a) (b)

(c) (d)

Figure 3. Sign of the nonlinear coefficient g as a function of k
and �, for ↵ = 1.5, 2.5, 3.5. Panel (a) corresponds to the case
(I) while panels (b,c,d) to case (II).

although any other choice of ↵ could have been done in
principle.

As initial conditions, we apply plane waves on the ro-
tations only, with wave-number k, whose amplitude is
perturbed by a random noise

✓(n, 0) = 2✏(1 + b0) cos(kn) ,

✓̇(n, 0) = 2✏!(k)(1 + b0) sin(kn) ,
(33)

with ✏ = 0.01 and b0 2 [�10�3, 10�3] is a random num-
ber taken from a uniform distribution. As mentioned
above, in all the cases we use U(n, 0) = U̇(n, 0) = 0 for
the longitudinal displacements. Here random noise was
chosen as a perturbation, not only because it is relevant
to realistic experimental conditions but also since it is
an efficient way to excite all the wave-numbers including
the unstable ones. Moreover, we can confirm in this way
our analytical results by identifying the two character-
istic wave-numbers Kc and Km using Eqs.(28) and (30)
during the lattice dynamics simulation.

Here we note the following technical point. Due to the
periodic boundary conditions, the spectrum is wrapped
between [0;⇡]. During the manifestation of the MI, we
expect to identify at least the following wavenumbers:
the carrier k, and the most unstable wavenumber Km.
However we know that we always excite at least the third
harmonics 3k. In order for all these frequencies to be well
identified, we thus choose parameters such that the k +
✏Km is smaller than 3k. To do so, we use an alternative
representation of Fig. 3, using as colormap the values of
Km. The two points denoted by squares and circles in
left and right panel respectively, are the two examples
that we will study in details below.
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although any other choice of ↵ could have been done in
principle.

As initial conditions, we apply plane waves on the ro-
tations only, with wave-number k, whose amplitude is
perturbed by a random noise

✓(n, 0) = 2✏(1 + b0) cos(kn) ,
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with ✏ = 0.01 and b0 2 [�10�3, 10�3] is a random num-
ber taken from a uniform distribution. As mentioned
above, in all the cases we use U(n, 0) = U̇(n, 0) = 0 for
the longitudinal displacements. Here random noise was
chosen as a perturbation, not only because it is relevant
to realistic experimental conditions but also since it is
an efficient way to excite all the wave-numbers including
the unstable ones. Moreover, we can confirm in this way
our analytical results by identifying the two character-
istic wave-numbers Kc and Km using Eqs.(28) and (30)
during the lattice dynamics simulation.

Here we note the following technical point. Due to the
periodic boundary conditions, the spectrum is wrapped
between [0;⇡]. During the manifestation of the MI, we
expect to identify at least the following wavenumbers:
the carrier k, and the most unstable wavenumber Km.
However we know that we always excite at least the third
harmonics 3k. In order for all these frequencies to be well
identified, we thus choose parameters such that the k +
✏Km is smaller than 3k. To do so, we use an alternative
representation of Fig. 3, using as colormap the values of
Km. The two points denoted by squares and circles in
left and right panel respectively, are the two examples
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).
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CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],
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Case (I) Case (II)

Figure 4. Most unstable wave number Km (colormap) as a
function of � and k for ↵ = 2.5. In both panels, two particular
points are indicated: a blue square point for k = 0.81681 and
� = 0.003 and a green circle point at the position k = 0.92991
and � = �0.003.

A. Inducing MI by coupling the rotations with
displacements

We first focus on a point, in the parameter space
spanned by � and k, indicated by the square in Fig. 4.
This corresponds to the plane wave wavenumber k =
0.81681 and � = 0.003. We fix from now the value of
↵ = 2.5. As a reminder, the values of � fixes the differ-
ence between shear and bending stiffness (� = Ks �K✓),
while the value of ↵ the ratio of mass to moment of inertia
of the particles.

Figure 5. Panel (a) represents the evolution in time (T ) of the
absolute value of the rotation amplitude along the chain (N).
Panel (b) represents the evolution in time of its k-spectrum.
The results correspond to the case (I), blue square point (k =
0.81681, � = 0.003)

According to the theory, this point is described by a
defocusing NLSE (g < 0) for the case (I). Thus, the plane
wave is supposed to be stable. In contrary, when both the
dof are considered, i.e., case (II), and for exactly the same
parameters, the plane wave become modulationally un-
stable, since the system is described by a focusing NLSE
(g > 0). To confirm our theoretical prediction, we solve

the discrete system of Eqs. (1) using the initial condi-
tions (33). In Fig. 5, we show the results for the case (I).
Here both the evolution of the rotation [panel (a)] and
its space Fourier transform [panel (b)] indeed show that
a random perturbation on an initial plane wave remains
bounded, thus the plane wave is stable.

The rotations ✓n show small amplitude oscillations in
time with a frequency !, following the dispersion rela-
tion Eq. (8) at the given k. Even after more than 500
oscillations, only the wavenumber of the carrier wave is
present in the spectrum, indicating the stability.

Figure 6. . Panels (a-c) represent the evolution in time (T ) of
the absolute value of the rotation respectively displacement
amplitudes along the chain (N). Panels (b-d) represents the
evolution in time of the k-spectrum for the rotation and lon-
gitudinal displacement. The results correspond to case (II) -
blue square point (k = 0.81681, � = 0.003).

For the exact same flexMM and the same initial con-
dition, if we allow the coupling between the two dofs,
namely if we consider the case (II), the dynamics is rad-
ically different. This scenario is shown in Fig. 6. As
predicted by the theory, the wavenumbers of the pertur-
bation that belong to the instability band, start grow-
ing. This is clear by the two sidebands that are de-
veloped symmetrically around the excited wavenumber

Stable

Unstable

5

Similar to the previous order, there are secular terms in
the right-hand side of Eq. (17) proportional to ei�: the
L̂
(2)
2 ✓1, and parts of the M̂

(3)✓31 and ✓1M̂
(2)
0 u2 terms. To

find their secular contributions, we develop the operators
as well as the functions on which they are applied. For
the first of them,

M̂
(3)✓31 = �C3B

3e3i� � 3C3|B|
2Bei� + c.c , (18)

the secular contribution is �3C3|B|
2Bei�. For the next

one,

✓1M̂
(2)
0 u2 =

C4k2B3

2(k2 � !2)
e3i� +

C4k2|B|
2B

2(k2 � !2)
ei� + c.c ,

(19)

the secular contribution is C4k
2|B|2B

2(k2�!2) e
i�. To avoid the

resonant driving we set all the secular terms equal to
zero (17-18-19),

L̂
(2)
2 ✓1 +

✓
3C3 �

C4k2

2 (k2 � !2)

◆
|B|

2Bei� = 0 . (20)

It is possible to simplify this expression Eq. (20) by using
the variables ⇠i = Xi � vgTi, ⌧i = Ti, i.e. a reference
frame moving with the group velocity. Within this frame
Eq. (13), becomes @B/@⌧1 = 0 and Eq. (20) leads to the
following nonlinear Schrödinger (NLS) equation,

i
@B

@⌧2
+

g1
2

@2B

@⇠21
+ g2|B|

2B = 0 . (21)

Eq. (21) describes the evolution of the envelope B of the
modulated rotational waves, in the co-moving space vari-
able and the second order slow time.

The coefficients g1 and g2 are given by the following
expressions,

g1 =
d2!

dk2
=

C1 � v2g
p
C1k2 + C2

,

g2 = �
1

2
p
C1k2 + C2

✓
3C3 +

C4k2

2k2(C1 � 1) + 2C2

◆
.

(22)

Furthermore, Eq. (21) can be rewritten as a function of
a single nonlinear parameter g = g2/g1 by applying the
following change of variable ⌧̃2 = g1⌧2,

i
@B

@⌧̃2
+

1

2

@2B

@⇠21
+ g|B|

2B = 0 . (23)

In its current form, the NLS equation has two distinct
behaviors depending on the sign of the nonlinearity coef-
ficient: it is known as focusing when g > 0 and defocus-
ing for g < 0. Among other different properties between
these two cases, an important one is the stability of plane
wave solutions. More precisely, for the focusing case, it
is known that plane waves are subject to modulational
instabilities [13, 27, 28, 48–51], which is the main inter-
est of the present work. Therefore, below we establish
the conditions under which MI appears in the proposed
flexMM.

C. Modulation instability (MI)

We seek solutions of Eq. (23) in the form of a perturbed
plane wave [11],

B(⇠1, ⌧̃2) = (A0 + b(⇠1, ⌧̃2))e
i(k0⇠1�!0⌧̃2+✓̃(⇠1,⌧̃2)) , (24)

with b the amplitude and ✓̃ the phase of small perturba-
tions. The unperturbed plane wave satisfies the disper-
sion relation,

!0 =
k20
2

� gA2
0. (25)

Inserting Eq. (24) into Eq. (23), we find at first order a
set of linear equations for the perturbations b and ✓̃. We
thus assume harmonic solutions of the form,

b = f1e
i(K⇠1�⌦⌧̃2) , ✓̃ = f2e

i(K⇠1�⌦⌧̃2) , (26)

where the perturbation frequency ⌦ and wavenumber K
follow the dispersion relation,

⌦ = Kk0 ± |K|

r
K2

4
� gA2

0 . (27)

We can now identify two different regions of stability of
the plane waves. On the one hand, where g < 0 the per-
turbations are oscillating functions and remain bounded.
Thus we call this region modulational stable. On the
other hand, for g > 0 there exists a band of unstable
wavenumbers satisfying K < Kc where,

|Kc| = 2A0
p
g , (28)

resulting in a complex frequency ⌦ = ⌦R ± i⌦I with

⌦R = Kk0, ⌦I = |K|A0

s

g �
K2

4A2
0

. (29)

We call this region modulational unstable. The small
unstable wavenumbers lead to an exponential growth of
the perturbations, with a growth rate ⌦I . Thus any
perturbation with wavenumbers within the instability
band should lead to MI. Another important parameter
for studying MI is the wavenumber with the maximum
growth rate,

|Km| = A0

p
2g . (30)

We notice that both the critical wavenumber Kc and the
wavenumber corresponding to the fastest growth rate of
the perturbations Km, depend on the parameter g and
the initial amplitude A0.

Parametric study of the coefficient g

It is now clear that the stability of modulated waves in
the flexMM depends on the sign g. As already discussed
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Figure 2. Dispersion relations of Eqs. (2-3) (solid lines)
and of the continuum approximation (dashed lines) follow-
ing Eqs. (7-8). In all the examples, we fix the coefficients
↵ = 2.5, Ks = 0.01851 and we vary K✓. (a) K✓ = 1.534.10�4,
(b) K✓ = 0.1, (c) K✓ = 0.01551, and (d) K✓ = 0.02151. Left
(right) panels correspond to � > 0 (� < 0).

where Ti = ✏iT and Xi = ✏iX, with i = 0, 1, . . . N and ✏
represents a small parameter. X0 and T0 correspond to
the original “fast” spatial and temporal scales of the car-
rier wave, while Xi and Ti with i 6= 0 define progressively
the “slow” spatial and temporal scales of the envelope.

By inserting the expansions of Eq. (9) into the sys-
tem of Eqs. (5-6), and taking into account the derivative
operators of the new spatial and temporal variables [see
appendix B Eqs. (B1)], we end up with the following hi-
erarchy of equations at successive orders of ✏,

O(✏)
(
L̂
(1)
0 u1 = 0 ,

L̂
(2)
0 ✓1 = 0 ,

O(✏2)
(
L̂
(1)
0 u2 = �L̂

(1)
1 u1 + M̂

(1)
0 ✓21 ,

L̂
(2)
0 ✓2 = �L̂

(2)
1 ✓1 + ✓1M̂

(2)
0 u1 ,

O(✏3)
8
><

>:

L̂
(1)
0 u3 = �L̂

(1)
1 u2 � L̂

(1)
2 u1 + M̂

(1)
1 ✓21 + 2M̂(1)

0 ✓1✓2 ,

L̂
(2)
0 ✓3 = �L̂

(2)
1 ✓2 � L̂

(2)
2 ✓1 + M̂

(3)✓31 + ✓1M̂
(2)
0 u2

+✓1M̂
(2)
1 u1 + ✓2M̂

(2)
0 u1 ,

(10)
where the linear operators, L̂(i)

j and M̂
(i)
j , applied to the

linear and nonlinear terms of the equations (5-6) respec-
tively are defined in the appendix B Eqs. (B2).

The first set of equations (10) of order O(✏), corre-

sponds to the linearized system of Eqs.(5-6). Using the
fact that in the linear regime the two fields are decou-
pled, we will focus on the particular case which, at the
leading order, there is only rotational motion, i.e.,

u1 = 0 ,

✓1 = B(X1, T1, X2, T2, ...)e
i(kX0�!T0) + c.c ,

(11)

with ! and k satisfying the dispersion relation Eq. (8)
and c.c stands for the complex conjugate.

Let us proceed to the next order of the perturbation
scheme, O(✏2), and substitute the solutions (11) into the
second set of equations (10) to obtain,

L̂
(1)
0 u2 = M̂

(1)
0 ✓21 ,

L̂
(2)
0 ✓2 = �L̂

(2)
1 ✓1 .

(12)

The right-hand-side of the last equation is a secular
term, as it acts as a source term proportional to ei� (� =

kX0�!T0) with which the linear operator L̂(2)
0 on the left

is in resonance. This implies that the solution ✓2 would
blow up as t ! 1 and thus the perturbation scheme will
fail. The only way for the expansion to be bounded is
to set the secular term to zero, which translates to the
following relation for the envelope function B,

D1B + vgD1XB = 0 . (13)

Here we have introduced the group velocity given by

vg =
C1k

p
C1k2 + C2

=
C1k

!
. (14)

Once the secular term is removed, the system of equa-
tions of the second order in ✏ in Eq. (10) is now reduced
to,

(
L̂
(1)
0 u2 = ikB2e2i� + c.c ,

L̂
(2)
0 ✓2 = 0 .

(15)

The first equation has the following solution,

u2 =
ikB2

4(k2 � !2)
e2i� + c.c , (16)

where the homogeneous part of the solutions is omit-
ted due to our choice of initial conditions U(0, X) =
U̇(0, X) = 0. For ✓2 we choose the trivial solution, i.e.
✓2 = 0, since any other solution can be incorporated in
B.

B. Nonlinear Schrödinger Equation (NLSE)

We now proceed with the O(✏3) order of the perturba-
tion scheme. By using u1 = 0 and ✓2 = 0, as discussed
above, the last equation of Eq. (10) is reduced to

L̂
(2)
0 ✓3 = �L̂

(2)
2 ✓1 + M̂

(3)✓31 + ✓1M̂
(2)
0 u2 . (17)
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Similar to the previous order, there are secular terms in
the right-hand side of Eq. (17) proportional to ei�: the
L̂
(2)
2 ✓1, and parts of the M̂

(3)✓31 and ✓1M̂
(2)
0 u2 terms. To

find their secular contributions, we develop the operators
as well as the functions on which they are applied. For
the first of them,

M̂
(3)✓31 = �C3B

3e3i� � 3C3|B|
2Bei� + c.c , (18)

the secular contribution is �3C3|B|
2Bei�. For the next

one,

✓1M̂
(2)
0 u2 =

C4k2B3

2(k2 � !2)
e3i� +

C4k2|B|
2B

2(k2 � !2)
ei� + c.c ,

(19)

the secular contribution is C4k
2|B|2B

2(k2�!2) e
i�. To avoid the

resonant driving we set all the secular terms equal to
zero (17-18-19),

L̂
(2)
2 ✓1 +

✓
3C3 �

C4k2

2 (k2 � !2)

◆
|B|

2Bei� = 0 . (20)

It is possible to simplify this expression Eq. (20) by using
the variables ⇠i = Xi � vgTi, ⌧i = Ti, i.e. a reference
frame moving with the group velocity. Within this frame
Eq. (13), becomes @B/@⌧1 = 0 and Eq. (20) leads to the
following nonlinear Schrödinger (NLS) equation,

i
@B

@⌧2
+

g1
2

@2B

@⇠21
+ g2|B|

2B = 0 . (21)

Eq. (21) describes the evolution of the envelope B of the
modulated rotational waves, in the co-moving space vari-
able and the second order slow time.

The coefficients g1 and g2 are given by the following
expressions,

g1 =
d2!

dk2
=

C1 � v2g
p
C1k2 + C2

,

g2 = �
1

2
p
C1k2 + C2

✓
3C3 +

C4k2

2k2(C1 � 1) + 2C2

◆
.

(22)

Furthermore, Eq. (21) can be rewritten as a function of
a single nonlinear parameter g = g2/g1 by applying the
following change of variable ⌧̃2 = g1⌧2,

i
@B

@⌧̃2
+

1

2

@2B

@⇠21
+ g|B|

2B = 0 . (23)

In its current form, the NLS equation has two distinct
behaviors depending on the sign of the nonlinearity coef-
ficient: it is known as focusing when g > 0 and defocus-
ing for g < 0. Among other different properties between
these two cases, an important one is the stability of plane
wave solutions. More precisely, for the focusing case, it
is known that plane waves are subject to modulational
instabilities [13, 27, 28, 48–51], which is the main inter-
est of the present work. Therefore, below we establish
the conditions under which MI appears in the proposed
flexMM.

C. Modulation instability (MI)

We seek solutions of Eq. (23) in the form of a perturbed
plane wave [11],

B(⇠1, ⌧̃2) = (A0 + b(⇠1, ⌧̃2))e
i(k0⇠1�!0⌧̃2+✓̃(⇠1,⌧̃2)) , (24)

with b the amplitude and ✓̃ the phase of small perturba-
tions. The unperturbed plane wave satisfies the disper-
sion relation,

!0 =
k20
2

� gA2
0. (25)

Inserting Eq. (24) into Eq. (23), we find at first order a
set of linear equations for the perturbations b and ✓̃. We
thus assume harmonic solutions of the form,

b = f1e
i(K⇠1�⌦⌧̃2) , ✓̃ = f2e

i(K⇠1�⌦⌧̃2) , (26)

where the perturbation frequency ⌦ and wavenumber K
follow the dispersion relation,

⌦ = Kk0 ± |K|

r
K2

4
� gA2

0 . (27)

We can now identify two different regions of stability of
the plane waves. On the one hand, where g < 0 the per-
turbations are oscillating functions and remain bounded.
Thus we call this region modulational stable. On the
other hand, for g > 0 there exists a band of unstable
wavenumbers satisfying K < Kc where,

|Kc| = 2A0
p
g , (28)

resulting in a complex frequency ⌦ = ⌦R ± i⌦I with

⌦R = Kk0, ⌦I = |K|A0

s

g �
K2

4A2
0

. (29)

We call this region modulational unstable. The small
unstable wavenumbers lead to an exponential growth of
the perturbations, with a growth rate ⌦I . Thus any
perturbation with wavenumbers within the instability
band should lead to MI. Another important parameter
for studying MI is the wavenumber with the maximum
growth rate,

|Km| = A0

p
2g . (30)

We notice that both the critical wavenumber Kc and the
wavenumber corresponding to the fastest growth rate of
the perturbations Km, depend on the parameter g and
the initial amplitude A0.

Parametric study of the coefficient g

It is now clear that the stability of modulated waves in
the flexMM depends on the sign g. As already discussed

unstable if
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Case (I) Case (II)

Figure 4. Most unstable wave number Km (colormap) as a
function of � and k for ↵ = 2.5. In both panels, two particular
points are indicated: a blue square point for k = 0.81681 and
� = 0.003 and a green circle point at the position k = 0.92991
and � = �0.003.

A. Inducing MI by coupling the rotations with
displacements

We first focus on a point, in the parameter space
spanned by � and k, indicated by the square in Fig. 4.
This corresponds to the plane wave wavenumber k =
0.81681 and � = 0.003. We fix from now the value of
↵ = 2.5. As a reminder, the values of � fixes the differ-
ence between shear and bending stiffness (� = Ks �K✓),
while the value of ↵ the ratio of mass to moment of inertia
of the particles.

Figure 5. Panel (a) represents the evolution in time (T ) of the
absolute value of the rotation amplitude along the chain (N).
Panel (b) represents the evolution in time of its k-spectrum.
The results correspond to the case (I), blue square point (k =
0.81681, � = 0.003)

According to the theory, this point is described by a
defocusing NLSE (g < 0) for the case (I). Thus, the plane
wave is supposed to be stable. In contrary, when both the
dof are considered, i.e., case (II), and for exactly the same
parameters, the plane wave become modulationally un-
stable, since the system is described by a focusing NLSE
(g > 0). To confirm our theoretical prediction, we solve

the discrete system of Eqs. (1) using the initial condi-
tions (33). In Fig. 5, we show the results for the case (I).
Here both the evolution of the rotation [panel (a)] and
its space Fourier transform [panel (b)] indeed show that
a random perturbation on an initial plane wave remains
bounded, thus the plane wave is stable.

The rotations ✓n show small amplitude oscillations in
time with a frequency !, following the dispersion rela-
tion Eq. (8) at the given k. Even after more than 500
oscillations, only the wavenumber of the carrier wave is
present in the spectrum, indicating the stability.

Figure 6. . Panels (a-c) represent the evolution in time (T ) of
the absolute value of the rotation respectively displacement
amplitudes along the chain (N). Panels (b-d) represents the
evolution in time of the k-spectrum for the rotation and lon-
gitudinal displacement. The results correspond to case (II) -
blue square point (k = 0.81681, � = 0.003).

For the exact same flexMM and the same initial con-
dition, if we allow the coupling between the two dofs,
namely if we consider the case (II), the dynamics is rad-
ically different. This scenario is shown in Fig. 6. As
predicted by the theory, the wavenumbers of the pertur-
bation that belong to the instability band, start grow-
ing. This is clear by the two sidebands that are de-
veloped symmetrically around the excited wavenumber

2
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],

Case (I)
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],
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in section II, we study two distinct cases: (I) allowing
only rotations and (II) with 2 dofs per unit, i.e. including
both rotation and longitudinal displacement [Fig.1(b-c)].
The corresponding nonlinear coefficient g(�,↵,K✓, k) for
the two cases is given by,

g =
�3↵2

�↵2 � v2g
, (31)

for case (I), and

g =
�3↵2

�↵2 � v2g

✓
1 +

k2

3k2 (↵2� � 1) + 18K✓↵2

◆
, (32)

for case (II).
In practice, the sign of g is determined by the choice of

the carrier wavenumber k and the geometrical character-
istics of the flexMM. This shows the great flexibility that
the proposed system offers in order to manipulate weakly
nonlinear waves. In Fig. 3 we plot a map of the sign of
g as a function of the wavenumber k and �. In all cases,
white (resp. black) regions correspond to g > 0 (resp.
g < 0). From the left panel, it is clear that for case (I)
with only rotations, the sign of g solely depends on the
sign of delta. However for case (II), things are different
and the coupling between the rotation and the longitudi-
nal motion creates intermediate regions of focusing and
defocusing behavior depending also on the wavenumber
k. The different panels of Fig. 3 also show how these
regions "move" towards larger k by changing the value
of the inertia parameter ↵.

Another interpretation of the results plotted in Fig. 3 is
that the coupling between the rotations and longitudinal
displacements creates stripes of stability (black shaded
regions) in the otherwise unstable single dof lattice with
only rotations [panel (a)]. At the same time this cou-
pling forms regions of instability (white) where solely ro-
tational motion would have been stable. Once again, this
result shows the great tunability and richness of the sys-
tem regarding nonlinear wave propagation.

IV. NUMERICAL SIMULATIONS OF THE
FLEXMM

In this section we use direct numerical simulations of
the system’s discrete equations (1), in order to verify
our analytical predictions. In particular we first want
to check the stability of plane waves as this is predicted
by the sign of g (defocusing vs focusing) of the effective
NLS. In addition, in the case of modulational instability,
we want to compare the unstable generated wavenumber,
according to the ones that the MI analysis predicts. Fur-
thermore, we use the numerical simulations to uncover as
well the dynamics of the system long after the emergence
of the MI. We thus solve the Eqs. (1) using a 4th order
Runge-Kutta iterative integration scheme for a total of
N = 500 sites, using periodic boundary conditions. We
focus on the case with ↵ = 2.5 (Fig. 3 panels (a) and (c))

g > 0 g < 0

(a) (b)

(c) (d)

Figure 3. Sign of the nonlinear coefficient g as a function of k
and �, for ↵ = 1.5, 2.5, 3.5. Panel (a) corresponds to the case
(I) while panels (b,c,d) to case (II).

although any other choice of ↵ could have been done in
principle.

As initial conditions, we apply plane waves on the ro-
tations only, with wave-number k, whose amplitude is
perturbed by a random noise

✓(n, 0) = 2✏(1 + b0) cos(kn) ,

✓̇(n, 0) = 2✏!(k)(1 + b0) sin(kn) ,
(33)

with ✏ = 0.01 and b0 2 [�10�3, 10�3] is a random num-
ber taken from a uniform distribution. As mentioned
above, in all the cases we use U(n, 0) = U̇(n, 0) = 0 for
the longitudinal displacements. Here random noise was
chosen as a perturbation, not only because it is relevant
to realistic experimental conditions but also since it is
an efficient way to excite all the wave-numbers including
the unstable ones. Moreover, we can confirm in this way
our analytical results by identifying the two character-
istic wave-numbers Kc and Km using Eqs.(28) and (30)
during the lattice dynamics simulation.

Here we note the following technical point. Due to the
periodic boundary conditions, the spectrum is wrapped
between [0;⇡]. During the manifestation of the MI, we
expect to identify at least the following wavenumbers:
the carrier k, and the most unstable wavenumber Km.
However we know that we always excite at least the third
harmonics 3k. In order for all these frequencies to be well
identified, we thus choose parameters such that the k +
✏Km is smaller than 3k. To do so, we use an alternative
representation of Fig. 3, using as colormap the values of
Km. The two points denoted by squares and circles in
left and right panel respectively, are the two examples
that we will study in details below.

I. C. Modulated plane wave
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Case (I) Case (II)

Figure 4. Most unstable wave number Km (colormap) as a
function of � and k for ↵ = 2.5. In both panels, two particular
points are indicated: a blue square point for k = 0.81681 and
� = 0.003 and a green circle point at the position k = 0.92991
and � = �0.003.

A. Inducing MI by coupling the rotations with
displacements

We first focus on a point, in the parameter space
spanned by � and k, indicated by the square in Fig. 4.
This corresponds to the plane wave wavenumber k =
0.81681 and � = 0.003. We fix from now the value of
↵ = 2.5. As a reminder, the values of � fixes the differ-
ence between shear and bending stiffness (� = Ks �K✓),
while the value of ↵ the ratio of mass to moment of inertia
of the particles.

Figure 5. Panel (a) represents the evolution in time (T ) of the
absolute value of the rotation amplitude along the chain (N).
Panel (b) represents the evolution in time of its k-spectrum.
The results correspond to the case (I), blue square point (k =
0.81681, � = 0.003)

According to the theory, this point is described by a
defocusing NLSE (g < 0) for the case (I). Thus, the plane
wave is supposed to be stable. In contrary, when both the
dof are considered, i.e., case (II), and for exactly the same
parameters, the plane wave become modulationally un-
stable, since the system is described by a focusing NLSE
(g > 0). To confirm our theoretical prediction, we solve

the discrete system of Eqs. (1) using the initial condi-
tions (33). In Fig. 5, we show the results for the case (I).
Here both the evolution of the rotation [panel (a)] and
its space Fourier transform [panel (b)] indeed show that
a random perturbation on an initial plane wave remains
bounded, thus the plane wave is stable.

The rotations ✓n show small amplitude oscillations in
time with a frequency !, following the dispersion rela-
tion Eq. (8) at the given k. Even after more than 500
oscillations, only the wavenumber of the carrier wave is
present in the spectrum, indicating the stability.

Figure 6. . Panels (a-c) represent the evolution in time (T ) of
the absolute value of the rotation respectively displacement
amplitudes along the chain (N). Panels (b-d) represents the
evolution in time of the k-spectrum for the rotation and lon-
gitudinal displacement. The results correspond to case (II) -
blue square point (k = 0.81681, � = 0.003).

For the exact same flexMM and the same initial con-
dition, if we allow the coupling between the two dofs,
namely if we consider the case (II), the dynamics is rad-
ically different. This scenario is shown in Fig. 6. As
predicted by the theory, the wavenumbers of the pertur-
bation that belong to the instability band, start grow-
ing. This is clear by the two sidebands that are de-
veloped symmetrically around the excited wavenumber
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],

Case (II)
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in section II, we study two distinct cases: (I) allowing
only rotations and (II) with 2 dofs per unit, i.e. including
both rotation and longitudinal displacement [Fig.1(b-c)].
The corresponding nonlinear coefficient g(�,↵,K✓, k) for
the two cases is given by,

g =
�3↵2

�↵2 � v2g
, (31)

for case (I), and

g =
�3↵2

�↵2 � v2g

✓
1 +

k2

3k2 (↵2� � 1) + 18K✓↵2

◆
, (32)

for case (II).
In practice, the sign of g is determined by the choice of

the carrier wavenumber k and the geometrical character-
istics of the flexMM. This shows the great flexibility that
the proposed system offers in order to manipulate weakly
nonlinear waves. In Fig. 3 we plot a map of the sign of
g as a function of the wavenumber k and �. In all cases,
white (resp. black) regions correspond to g > 0 (resp.
g < 0). From the left panel, it is clear that for case (I)
with only rotations, the sign of g solely depends on the
sign of delta. However for case (II), things are different
and the coupling between the rotation and the longitudi-
nal motion creates intermediate regions of focusing and
defocusing behavior depending also on the wavenumber
k. The different panels of Fig. 3 also show how these
regions "move" towards larger k by changing the value
of the inertia parameter ↵.

Another interpretation of the results plotted in Fig. 3 is
that the coupling between the rotations and longitudinal
displacements creates stripes of stability (black shaded
regions) in the otherwise unstable single dof lattice with
only rotations [panel (a)]. At the same time this cou-
pling forms regions of instability (white) where solely ro-
tational motion would have been stable. Once again, this
result shows the great tunability and richness of the sys-
tem regarding nonlinear wave propagation.

IV. NUMERICAL SIMULATIONS OF THE
FLEXMM

In this section we use direct numerical simulations of
the system’s discrete equations (1), in order to verify
our analytical predictions. In particular we first want
to check the stability of plane waves as this is predicted
by the sign of g (defocusing vs focusing) of the effective
NLS. In addition, in the case of modulational instability,
we want to compare the unstable generated wavenumber,
according to the ones that the MI analysis predicts. Fur-
thermore, we use the numerical simulations to uncover as
well the dynamics of the system long after the emergence
of the MI. We thus solve the Eqs. (1) using a 4th order
Runge-Kutta iterative integration scheme for a total of
N = 500 sites, using periodic boundary conditions. We
focus on the case with ↵ = 2.5 (Fig. 3 panels (a) and (c))

g > 0 g < 0

(a) (b)

(c) (d)

Figure 3. Sign of the nonlinear coefficient g as a function of k
and �, for ↵ = 1.5, 2.5, 3.5. Panel (a) corresponds to the case
(I) while panels (b,c,d) to case (II).

although any other choice of ↵ could have been done in
principle.

As initial conditions, we apply plane waves on the ro-
tations only, with wave-number k, whose amplitude is
perturbed by a random noise

✓(n, 0) = 2✏(1 + b0) cos(kn) ,

✓̇(n, 0) = 2✏!(k)(1 + b0) sin(kn) ,
(33)

with ✏ = 0.01 and b0 2 [�10�3, 10�3] is a random num-
ber taken from a uniform distribution. As mentioned
above, in all the cases we use U(n, 0) = U̇(n, 0) = 0 for
the longitudinal displacements. Here random noise was
chosen as a perturbation, not only because it is relevant
to realistic experimental conditions but also since it is
an efficient way to excite all the wave-numbers including
the unstable ones. Moreover, we can confirm in this way
our analytical results by identifying the two character-
istic wave-numbers Kc and Km using Eqs.(28) and (30)
during the lattice dynamics simulation.

Here we note the following technical point. Due to the
periodic boundary conditions, the spectrum is wrapped
between [0;⇡]. During the manifestation of the MI, we
expect to identify at least the following wavenumbers:
the carrier k, and the most unstable wavenumber Km.
However we know that we always excite at least the third
harmonics 3k. In order for all these frequencies to be well
identified, we thus choose parameters such that the k +
✏Km is smaller than 3k. To do so, we use an alternative
representation of Fig. 3, using as colormap the values of
Km. The two points denoted by squares and circles in
left and right panel respectively, are the two examples
that we will study in details below.

I. C. Modulated plane wave
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],
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Figure 4. Most unstable wave number Km (colormap) as a
function of � and k for ↵ = 2.5. In both panels, two particular
points are indicated: a blue square point for k = 0.81681 and
� = 0.003 and a green circle point at the position k = 0.92991
and � = �0.003.

A. Inducing MI by coupling the rotations with
displacements

We first focus on a point, in the parameter space
spanned by � and k, indicated by the square in Fig. 4.
This corresponds to the plane wave wavenumber k =
0.81681 and � = 0.003. We fix from now the value of
↵ = 2.5. As a reminder, the values of � fixes the differ-
ence between shear and bending stiffness (� = Ks �K✓),
while the value of ↵ the ratio of mass to moment of inertia
of the particles.

Figure 5. Panel (a) represents the evolution in time (T ) of the
absolute value of the rotation amplitude along the chain (N).
Panel (b) represents the evolution in time of its k-spectrum.
The results correspond to the case (I), blue square point (k =
0.81681, � = 0.003)

According to the theory, this point is described by a
defocusing NLSE (g < 0) for the case (I). Thus, the plane
wave is supposed to be stable. In contrary, when both the
dof are considered, i.e., case (II), and for exactly the same
parameters, the plane wave become modulationally un-
stable, since the system is described by a focusing NLSE
(g > 0). To confirm our theoretical prediction, we solve

the discrete system of Eqs. (1) using the initial condi-
tions (33). In Fig. 5, we show the results for the case (I).
Here both the evolution of the rotation [panel (a)] and
its space Fourier transform [panel (b)] indeed show that
a random perturbation on an initial plane wave remains
bounded, thus the plane wave is stable.

The rotations ✓n show small amplitude oscillations in
time with a frequency !, following the dispersion rela-
tion Eq. (8) at the given k. Even after more than 500
oscillations, only the wavenumber of the carrier wave is
present in the spectrum, indicating the stability.

Figure 6. . Panels (a-c) represent the evolution in time (T ) of
the absolute value of the rotation respectively displacement
amplitudes along the chain (N). Panels (b-d) represents the
evolution in time of the k-spectrum for the rotation and lon-
gitudinal displacement. The results correspond to case (II) -
blue square point (k = 0.81681, � = 0.003).

For the exact same flexMM and the same initial con-
dition, if we allow the coupling between the two dofs,
namely if we consider the case (II), the dynamics is rad-
ically different. This scenario is shown in Fig. 6. As
predicted by the theory, the wavenumbers of the pertur-
bation that belong to the instability band, start grow-
ing. This is clear by the two sidebands that are de-
veloped symmetrically around the excited wavenumber
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Figure 4. Most unstable wave number Km (colormap) as a
function of � and k for ↵ = 2.5. In both panels, two particular
points are indicated: a blue square point for k = 0.81681 and
� = 0.003 and a green circle point at the position k = 0.92991
and � = �0.003.

A. Inducing MI by coupling the rotations with
displacements

We first focus on a point, in the parameter space
spanned by � and k, indicated by the square in Fig. 4.
This corresponds to the plane wave wavenumber k =
0.81681 and � = 0.003. We fix from now the value of
↵ = 2.5. As a reminder, the values of � fixes the differ-
ence between shear and bending stiffness (� = Ks �K✓),
while the value of ↵ the ratio of mass to moment of inertia
of the particles.

Figure 5. Panel (a) represents the evolution in time (T ) of the
absolute value of the rotation amplitude along the chain (N).
Panel (b) represents the evolution in time of its k-spectrum.
The results correspond to the case (I), blue square point (k =
0.81681, � = 0.003)

According to the theory, this point is described by a
defocusing NLSE (g < 0) for the case (I). Thus, the plane
wave is supposed to be stable. In contrary, when both the
dof are considered, i.e., case (II), and for exactly the same
parameters, the plane wave become modulationally un-
stable, since the system is described by a focusing NLSE
(g > 0). To confirm our theoretical prediction, we solve

the discrete system of Eqs. (1) using the initial condi-
tions (33). In Fig. 5, we show the results for the case (I).
Here both the evolution of the rotation [panel (a)] and
its space Fourier transform [panel (b)] indeed show that
a random perturbation on an initial plane wave remains
bounded, thus the plane wave is stable.

The rotations ✓n show small amplitude oscillations in
time with a frequency !, following the dispersion rela-
tion Eq. (8) at the given k. Even after more than 500
oscillations, only the wavenumber of the carrier wave is
present in the spectrum, indicating the stability.

Figure 6. . Panels (a-c) represent the evolution in time (T ) of
the absolute value of the rotation respectively displacement
amplitudes along the chain (N). Panels (b-d) represents the
evolution in time of the k-spectrum for the rotation and lon-
gitudinal displacement. The results correspond to case (II) -
blue square point (k = 0.81681, � = 0.003).

For the exact same flexMM and the same initial con-
dition, if we allow the coupling between the two dofs,
namely if we consider the case (II), the dynamics is rad-
ically different. This scenario is shown in Fig. 6. As
predicted by the theory, the wavenumbers of the pertur-
bation that belong to the instability band, start grow-
ing. This is clear by the two sidebands that are de-
veloped symmetrically around the excited wavenumber
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Figure 4. Most unstable wave number Km (colormap) as a
function of � and k for ↵ = 2.5. In both panels, two particular
points are indicated: a blue square point for k = 0.81681 and
� = 0.003 and a green circle point at the position k = 0.92991
and � = �0.003.

A. Inducing MI by coupling the rotations with
displacements

We first focus on a point, in the parameter space
spanned by � and k, indicated by the square in Fig. 4.
This corresponds to the plane wave wavenumber k =
0.81681 and � = 0.003. We fix from now the value of
↵ = 2.5. As a reminder, the values of � fixes the differ-
ence between shear and bending stiffness (� = Ks �K✓),
while the value of ↵ the ratio of mass to moment of inertia
of the particles.

Figure 5. Panel (a) represents the evolution in time (T ) of the
absolute value of the rotation amplitude along the chain (N).
Panel (b) represents the evolution in time of its k-spectrum.
The results correspond to the case (I), blue square point (k =
0.81681, � = 0.003)

According to the theory, this point is described by a
defocusing NLSE (g < 0) for the case (I). Thus, the plane
wave is supposed to be stable. In contrary, when both the
dof are considered, i.e., case (II), and for exactly the same
parameters, the plane wave become modulationally un-
stable, since the system is described by a focusing NLSE
(g > 0). To confirm our theoretical prediction, we solve

the discrete system of Eqs. (1) using the initial condi-
tions (33). In Fig. 5, we show the results for the case (I).
Here both the evolution of the rotation [panel (a)] and
its space Fourier transform [panel (b)] indeed show that
a random perturbation on an initial plane wave remains
bounded, thus the plane wave is stable.

The rotations ✓n show small amplitude oscillations in
time with a frequency !, following the dispersion rela-
tion Eq. (8) at the given k. Even after more than 500
oscillations, only the wavenumber of the carrier wave is
present in the spectrum, indicating the stability.

Figure 6. . Panels (a-c) represent the evolution in time (T ) of
the absolute value of the rotation respectively displacement
amplitudes along the chain (N). Panels (b-d) represents the
evolution in time of the k-spectrum for the rotation and lon-
gitudinal displacement. The results correspond to case (II) -
blue square point (k = 0.81681, � = 0.003).

For the exact same flexMM and the same initial con-
dition, if we allow the coupling between the two dofs,
namely if we consider the case (II), the dynamics is rad-
ically different. This scenario is shown in Fig. 6. As
predicted by the theory, the wavenumbers of the pertur-
bation that belong to the instability band, start grow-
ing. This is clear by the two sidebands that are de-
veloped symmetrically around the excited wavenumber
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],
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in section II, we study two distinct cases: (I) allowing
only rotations and (II) with 2 dofs per unit, i.e. including
both rotation and longitudinal displacement [Fig.1(b-c)].
The corresponding nonlinear coefficient g(�,↵,K✓, k) for
the two cases is given by,

g =
�3↵2

�↵2 � v2g
, (31)

for case (I), and

g =
�3↵2

�↵2 � v2g

✓
1 +

k2

3k2 (↵2� � 1) + 18K✓↵2

◆
, (32)

for case (II).
In practice, the sign of g is determined by the choice of

the carrier wavenumber k and the geometrical character-
istics of the flexMM. This shows the great flexibility that
the proposed system offers in order to manipulate weakly
nonlinear waves. In Fig. 3 we plot a map of the sign of
g as a function of the wavenumber k and �. In all cases,
white (resp. black) regions correspond to g > 0 (resp.
g < 0). From the left panel, it is clear that for case (I)
with only rotations, the sign of g solely depends on the
sign of delta. However for case (II), things are different
and the coupling between the rotation and the longitudi-
nal motion creates intermediate regions of focusing and
defocusing behavior depending also on the wavenumber
k. The different panels of Fig. 3 also show how these
regions "move" towards larger k by changing the value
of the inertia parameter ↵.

Another interpretation of the results plotted in Fig. 3 is
that the coupling between the rotations and longitudinal
displacements creates stripes of stability (black shaded
regions) in the otherwise unstable single dof lattice with
only rotations [panel (a)]. At the same time this cou-
pling forms regions of instability (white) where solely ro-
tational motion would have been stable. Once again, this
result shows the great tunability and richness of the sys-
tem regarding nonlinear wave propagation.

IV. NUMERICAL SIMULATIONS OF THE
FLEXMM

In this section we use direct numerical simulations of
the system’s discrete equations (1), in order to verify
our analytical predictions. In particular we first want
to check the stability of plane waves as this is predicted
by the sign of g (defocusing vs focusing) of the effective
NLS. In addition, in the case of modulational instability,
we want to compare the unstable generated wavenumber,
according to the ones that the MI analysis predicts. Fur-
thermore, we use the numerical simulations to uncover as
well the dynamics of the system long after the emergence
of the MI. We thus solve the Eqs. (1) using a 4th order
Runge-Kutta iterative integration scheme for a total of
N = 500 sites, using periodic boundary conditions. We
focus on the case with ↵ = 2.5 (Fig. 3 panels (a) and (c))

g > 0 g < 0

(a) (b)

(c) (d)

Figure 3. Sign of the nonlinear coefficient g as a function of k
and �, for ↵ = 1.5, 2.5, 3.5. Panel (a) corresponds to the case
(I) while panels (b,c,d) to case (II).

although any other choice of ↵ could have been done in
principle.

As initial conditions, we apply plane waves on the ro-
tations only, with wave-number k, whose amplitude is
perturbed by a random noise

✓(n, 0) = 2✏(1 + b0) cos(kn) ,

✓̇(n, 0) = 2✏!(k)(1 + b0) sin(kn) ,
(33)

with ✏ = 0.01 and b0 2 [�10�3, 10�3] is a random num-
ber taken from a uniform distribution. As mentioned
above, in all the cases we use U(n, 0) = U̇(n, 0) = 0 for
the longitudinal displacements. Here random noise was
chosen as a perturbation, not only because it is relevant
to realistic experimental conditions but also since it is
an efficient way to excite all the wave-numbers including
the unstable ones. Moreover, we can confirm in this way
our analytical results by identifying the two character-
istic wave-numbers Kc and Km using Eqs.(28) and (30)
during the lattice dynamics simulation.

Here we note the following technical point. Due to the
periodic boundary conditions, the spectrum is wrapped
between [0;⇡]. During the manifestation of the MI, we
expect to identify at least the following wavenumbers:
the carrier k, and the most unstable wavenumber Km.
However we know that we always excite at least the third
harmonics 3k. In order for all these frequencies to be well
identified, we thus choose parameters such that the k +
✏Km is smaller than 3k. To do so, we use an alternative
representation of Fig. 3, using as colormap the values of
Km. The two points denoted by squares and circles in
left and right panel respectively, are the two examples
that we will study in details below.

I. C. Modulated plane wave

Case (I)

2

(c)(b)

(a)

Case (II): Rotation + Displacement

Different possible
rigid masses

Case (I): Rotation

Symmetric
excitation

Longitudinal
spring

+
Shear spring Bending spring

+
Bond elasticity

Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],
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Case (I) Case (II)

Figure 4. Most unstable wave number Km (colormap) as a
function of � and k for ↵ = 2.5. In both panels, two particular
points are indicated: a blue square point for k = 0.81681 and
� = 0.003 and a green circle point at the position k = 0.92991
and � = �0.003.

A. Inducing MI by coupling the rotations with
displacements

We first focus on a point, in the parameter space
spanned by � and k, indicated by the square in Fig. 4.
This corresponds to the plane wave wavenumber k =
0.81681 and � = 0.003. We fix from now the value of
↵ = 2.5. As a reminder, the values of � fixes the differ-
ence between shear and bending stiffness (� = Ks �K✓),
while the value of ↵ the ratio of mass to moment of inertia
of the particles.

Figure 5. Panel (a) represents the evolution in time (T ) of the
absolute value of the rotation amplitude along the chain (N).
Panel (b) represents the evolution in time of its k-spectrum.
The results correspond to the case (I), blue square point (k =
0.81681, � = 0.003)

According to the theory, this point is described by a
defocusing NLSE (g < 0) for the case (I). Thus, the plane
wave is supposed to be stable. In contrary, when both the
dof are considered, i.e., case (II), and for exactly the same
parameters, the plane wave become modulationally un-
stable, since the system is described by a focusing NLSE
(g > 0). To confirm our theoretical prediction, we solve

the discrete system of Eqs. (1) using the initial condi-
tions (33). In Fig. 5, we show the results for the case (I).
Here both the evolution of the rotation [panel (a)] and
its space Fourier transform [panel (b)] indeed show that
a random perturbation on an initial plane wave remains
bounded, thus the plane wave is stable.

The rotations ✓n show small amplitude oscillations in
time with a frequency !, following the dispersion rela-
tion Eq. (8) at the given k. Even after more than 500
oscillations, only the wavenumber of the carrier wave is
present in the spectrum, indicating the stability.

Figure 6. . Panels (a-c) represent the evolution in time (T ) of
the absolute value of the rotation respectively displacement
amplitudes along the chain (N). Panels (b-d) represents the
evolution in time of the k-spectrum for the rotation and lon-
gitudinal displacement. The results correspond to case (II) -
blue square point (k = 0.81681, � = 0.003).

For the exact same flexMM and the same initial con-
dition, if we allow the coupling between the two dofs,
namely if we consider the case (II), the dynamics is rad-
ically different. This scenario is shown in Fig. 6. As
predicted by the theory, the wavenumbers of the pertur-
bation that belong to the instability band, start grow-
ing. This is clear by the two sidebands that are de-
veloped symmetrically around the excited wavenumber
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k = 0.81681 in panel (b) of Fig. 6. More precisely,
the center of these side bands corresponds to the point
k± ✏Km since the most unstable wavenumber rises first.
The generation of these wavenumbers is directly revealed
on the rotations as large amplitude localized structures
appear [see Fig. 6 (a)]. For later times, after the insta-
bility kicks in, and when the amplitude of the rotations
becomes large enough, we observe a spectrum with many
excited wavenumbers.

In this case, since rotations are coupled to the longitu-
dinal displacements Un, we expect to see some dynamics
in the displacements too. Indeed, as expected from our
analysis in Eq. (16), U starts oscillating with a wavenum-
ber 2k as shown in Fig. 6(d), and at later times following
the evolution of ✓, larger amplitude modulated waves are
also emerging in the displacements Un.

B. Stabilizing plane waves using the coupling of
dofs

The second configuration which we focus on is the
"complementary" one. It corresponds to the green cir-
cles in Fig. 4, where the uncoupled system (case I) is
described by a focusing NLS, thus we expect the plane
waves to be modulationally unstable, while by allowing
the coupling between the two dofs (case II), the effective
NLS is focusing and thus, the plane waves are stable. To

Figure 7. Panel (a) represents the evolution in time (T ) of the
absolute value of the rotation amplitude along the chain (N).
Panel (b) represents the evolution in time of its k-spectrum.
The result correspond to case (I), green circle point (k =
0.92991, � = �0.003)

confirm these theoretical predictions, we use the same ini-
tial conditions as in Eq. (33) but with k = 0.92991 and
� = �0.003 and we solve again numerically the system
of Eqs. (1). The result of the case (I) is shown in Fig. 7.
Following our analysis, the numerical simulations confirm
that an initially perturbed plane wave develops initially
the expected side branches at k±✏Km. At the final steps

of the simulation, all the wavenumbers are excited. On
the other hand, when both dofs are present (case (II))
and for exactly the same parameter values, the corre-
sponding numerical result, shown in Fig. 8(a-b), verifies
the stability of the plane wave solution. We see that for
the same total time of propagation as in the decoupled
case, ✓ shows stable oscillations with a wavenumber k
while U oscillates at 2k, as per the theory.

Figure 8. Panels (a-c) show the evolution in time (T ) of the
absolute value of the rotation and displacement amplitudes
along the chain (N). Panels (b-d) show the evolution in time
of the k-spectrum for the rotation and longitudinal displace-
ment. The results correspond to case (II), green circle point
(k = 0.92991, � = �0.003).

C. MI growth rate: theory vs numerics

To further support our theoretical findings we per-
form numerical simulations, for both cases, by varying
the amplitude of the initial excitation A0, and we com-
pare the predictions of the MI linear stability analysis
[see Eqs. (28-30)], with the early stage of the MI mani-
festation in simulations.

Rotations alone are unstable
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],
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in section II, we study two distinct cases: (I) allowing
only rotations and (II) with 2 dofs per unit, i.e. including
both rotation and longitudinal displacement [Fig.1(b-c)].
The corresponding nonlinear coefficient g(�,↵,K✓, k) for
the two cases is given by,

g =
�3↵2

�↵2 � v2g
, (31)

for case (I), and

g =
�3↵2

�↵2 � v2g

✓
1 +

k2

3k2 (↵2� � 1) + 18K✓↵2

◆
, (32)

for case (II).
In practice, the sign of g is determined by the choice of

the carrier wavenumber k and the geometrical character-
istics of the flexMM. This shows the great flexibility that
the proposed system offers in order to manipulate weakly
nonlinear waves. In Fig. 3 we plot a map of the sign of
g as a function of the wavenumber k and �. In all cases,
white (resp. black) regions correspond to g > 0 (resp.
g < 0). From the left panel, it is clear that for case (I)
with only rotations, the sign of g solely depends on the
sign of delta. However for case (II), things are different
and the coupling between the rotation and the longitudi-
nal motion creates intermediate regions of focusing and
defocusing behavior depending also on the wavenumber
k. The different panels of Fig. 3 also show how these
regions "move" towards larger k by changing the value
of the inertia parameter ↵.

Another interpretation of the results plotted in Fig. 3 is
that the coupling between the rotations and longitudinal
displacements creates stripes of stability (black shaded
regions) in the otherwise unstable single dof lattice with
only rotations [panel (a)]. At the same time this cou-
pling forms regions of instability (white) where solely ro-
tational motion would have been stable. Once again, this
result shows the great tunability and richness of the sys-
tem regarding nonlinear wave propagation.

IV. NUMERICAL SIMULATIONS OF THE
FLEXMM

In this section we use direct numerical simulations of
the system’s discrete equations (1), in order to verify
our analytical predictions. In particular we first want
to check the stability of plane waves as this is predicted
by the sign of g (defocusing vs focusing) of the effective
NLS. In addition, in the case of modulational instability,
we want to compare the unstable generated wavenumber,
according to the ones that the MI analysis predicts. Fur-
thermore, we use the numerical simulations to uncover as
well the dynamics of the system long after the emergence
of the MI. We thus solve the Eqs. (1) using a 4th order
Runge-Kutta iterative integration scheme for a total of
N = 500 sites, using periodic boundary conditions. We
focus on the case with ↵ = 2.5 (Fig. 3 panels (a) and (c))

g > 0 g < 0

(a) (b)

(c) (d)

Figure 3. Sign of the nonlinear coefficient g as a function of k
and �, for ↵ = 1.5, 2.5, 3.5. Panel (a) corresponds to the case
(I) while panels (b,c,d) to case (II).

although any other choice of ↵ could have been done in
principle.

As initial conditions, we apply plane waves on the ro-
tations only, with wave-number k, whose amplitude is
perturbed by a random noise

✓(n, 0) = 2✏(1 + b0) cos(kn) ,

✓̇(n, 0) = 2✏!(k)(1 + b0) sin(kn) ,
(33)

with ✏ = 0.01 and b0 2 [�10�3, 10�3] is a random num-
ber taken from a uniform distribution. As mentioned
above, in all the cases we use U(n, 0) = U̇(n, 0) = 0 for
the longitudinal displacements. Here random noise was
chosen as a perturbation, not only because it is relevant
to realistic experimental conditions but also since it is
an efficient way to excite all the wave-numbers including
the unstable ones. Moreover, we can confirm in this way
our analytical results by identifying the two character-
istic wave-numbers Kc and Km using Eqs.(28) and (30)
during the lattice dynamics simulation.

Here we note the following technical point. Due to the
periodic boundary conditions, the spectrum is wrapped
between [0;⇡]. During the manifestation of the MI, we
expect to identify at least the following wavenumbers:
the carrier k, and the most unstable wavenumber Km.
However we know that we always excite at least the third
harmonics 3k. In order for all these frequencies to be well
identified, we thus choose parameters such that the k +
✏Km is smaller than 3k. To do so, we use an alternative
representation of Fig. 3, using as colormap the values of
Km. The two points denoted by squares and circles in
left and right panel respectively, are the two examples
that we will study in details below.

I. C. Modulated plane wave

Case (I)

2
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(a)
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Different possible
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Figure 1. (a) Sketch of the chain configuration periodic flexMM under consideration. It is composed by two rows of rigid mass
units (gray squares) linked by elastic connectors (thick, blue lines) extending along x-direction with a lattice constant ↵. The
rigid units can be of various shapes (for example crosses, spheres, cubes) and are characterized by a mass m and a moment of
inertia J . The elastic bonds (for example highly flexible plastic films) are characterized by three effective stiffness. We consider
symmetric movements relative to the horizontal symmetry axis of the system. The displacements of the n and n� 1 particles
from the equilibrium position are shown in panels (b) and (c) for the two different considered cases. In panel (b) the mass
units can only rotate, case (I) while in panel (c), the mass units can both rotate and longitudinally translate, case (II).

II. PROPERTIES AND MODELING OF THE
CONSIDERED FLEXIBLE MECHANICAL

METAMATERIAL

A. Problem position and modeling of the structure

The considered structure is inspired from the flexible
Lego chain implemented in ref. [9] and it consists of rigid
units (an assembly of Lego bricks), that are linked to the
next neighbors by highly flexible plastic films. A peri-
odic chain can then be constructed by connecting pairs
of units along one direction as shown in Fig. 1(a). The
plastic films connecting the rigid bodies are physically
modeled by massless springs. Three springs are needed
to represent the plastic films connections, a longitudinal
spring with stiffness kl, a shear spring with a shear stiff-
ness ks, and a bending spring with a bending stiffness k✓.
Two rows of masses were originally used in ref. [9] because
this chain configuration possesses a symmetry axis ensur-
ing symmetry of the motion and no experimental buck-
ling of the chain out of this axis. The motion takes place
in the plane of the chain and in the general case, each
mass should have 3 degrees of freedom, one rotation and
two displacements. In the context of soliton propagation
[8, 9], it has been shown numerically and experimentally
that ignoring the transversal displacement is a reasonable

assumption. Indeed, the numerically and experimentally
observed transversal displacement amplitude is an order
of magnitude smaller than the longitudinal one. A 2-
degree-of-freedom (dof) model was therefore used for this
system, and could be used as a starting point for obtain-
ing relevant analytical solutions.

In the present study, we also ignore the transversal
displacements and we consider two cases. Case (I),
Fig. 1(b), where each rigid unit is free only to rotate
(thus is described by one dof ✓), and case (II), Fig. 1(c),
where each rigid unit both rotates and is longitudinally
displaced (thus is described by two dofs ✓ and u). Based
on the mirror symmetry of the two lines configuration
along the y-axis, we look for symmetric excitations for
which the two rigid units of each column move along x
with the same amount and rotate at an opposite angle.

As done in [9], a positive direction of rotation is from
now on defined alternately for neighboring units since
the natural rotation is alternated, upon static compres-
sion or long-wavelength propagation. The corresponding
normalized equations of motion for the n-th column are
then written [9],
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Case (I) Case (II)

Figure 4. Most unstable wave number Km (colormap) as a
function of � and k for ↵ = 2.5. In both panels, two particular
points are indicated: a blue square point for k = 0.81681 and
� = 0.003 and a green circle point at the position k = 0.92991
and � = �0.003.

A. Inducing MI by coupling the rotations with
displacements

We first focus on a point, in the parameter space
spanned by � and k, indicated by the square in Fig. 4.
This corresponds to the plane wave wavenumber k =
0.81681 and � = 0.003. We fix from now the value of
↵ = 2.5. As a reminder, the values of � fixes the differ-
ence between shear and bending stiffness (� = Ks �K✓),
while the value of ↵ the ratio of mass to moment of inertia
of the particles.

Figure 5. Panel (a) represents the evolution in time (T ) of the
absolute value of the rotation amplitude along the chain (N).
Panel (b) represents the evolution in time of its k-spectrum.
The results correspond to the case (I), blue square point (k =
0.81681, � = 0.003)

According to the theory, this point is described by a
defocusing NLSE (g < 0) for the case (I). Thus, the plane
wave is supposed to be stable. In contrary, when both the
dof are considered, i.e., case (II), and for exactly the same
parameters, the plane wave become modulationally un-
stable, since the system is described by a focusing NLSE
(g > 0). To confirm our theoretical prediction, we solve

the discrete system of Eqs. (1) using the initial condi-
tions (33). In Fig. 5, we show the results for the case (I).
Here both the evolution of the rotation [panel (a)] and
its space Fourier transform [panel (b)] indeed show that
a random perturbation on an initial plane wave remains
bounded, thus the plane wave is stable.

The rotations ✓n show small amplitude oscillations in
time with a frequency !, following the dispersion rela-
tion Eq. (8) at the given k. Even after more than 500
oscillations, only the wavenumber of the carrier wave is
present in the spectrum, indicating the stability.

Figure 6. . Panels (a-c) represent the evolution in time (T ) of
the absolute value of the rotation respectively displacement
amplitudes along the chain (N). Panels (b-d) represents the
evolution in time of the k-spectrum for the rotation and lon-
gitudinal displacement. The results correspond to case (II) -
blue square point (k = 0.81681, � = 0.003).

For the exact same flexMM and the same initial con-
dition, if we allow the coupling between the two dofs,
namely if we consider the case (II), the dynamics is rad-
ically different. This scenario is shown in Fig. 6. As
predicted by the theory, the wavenumbers of the pertur-
bation that belong to the instability band, start grow-
ing. This is clear by the two sidebands that are de-
veloped symmetrically around the excited wavenumber

Coupling stabilises the system
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k = 0.81681 in panel (b) of Fig. 6. More precisely,
the center of these side bands corresponds to the point
k± ✏Km since the most unstable wavenumber rises first.
The generation of these wavenumbers is directly revealed
on the rotations as large amplitude localized structures
appear [see Fig. 6 (a)]. For later times, after the insta-
bility kicks in, and when the amplitude of the rotations
becomes large enough, we observe a spectrum with many
excited wavenumbers.

In this case, since rotations are coupled to the longitu-
dinal displacements Un, we expect to see some dynamics
in the displacements too. Indeed, as expected from our
analysis in Eq. (16), U starts oscillating with a wavenum-
ber 2k as shown in Fig. 6(d), and at later times following
the evolution of ✓, larger amplitude modulated waves are
also emerging in the displacements Un.

B. Stabilizing plane waves using the coupling of
dofs

The second configuration which we focus on is the
"complementary" one. It corresponds to the green cir-
cles in Fig. 4, where the uncoupled system (case I) is
described by a focusing NLS, thus we expect the plane
waves to be modulationally unstable, while by allowing
the coupling between the two dofs (case II), the effective
NLS is focusing and thus, the plane waves are stable. To

Figure 7. Panel (a) represents the evolution in time (T ) of the
absolute value of the rotation amplitude along the chain (N).
Panel (b) represents the evolution in time of its k-spectrum.
The result correspond to case (I), green circle point (k =
0.92991, � = �0.003)

confirm these theoretical predictions, we use the same ini-
tial conditions as in Eq. (33) but with k = 0.92991 and
� = �0.003 and we solve again numerically the system
of Eqs. (1). The result of the case (I) is shown in Fig. 7.
Following our analysis, the numerical simulations confirm
that an initially perturbed plane wave develops initially
the expected side branches at k±✏Km. At the final steps

of the simulation, all the wavenumbers are excited. On
the other hand, when both dofs are present (case (II))
and for exactly the same parameter values, the corre-
sponding numerical result, shown in Fig. 8(a-b), verifies
the stability of the plane wave solution. We see that for
the same total time of propagation as in the decoupled
case, ✓ shows stable oscillations with a wavenumber k
while U oscillates at 2k, as per the theory.

Figure 8. Panels (a-c) show the evolution in time (T ) of the
absolute value of the rotation and displacement amplitudes
along the chain (N). Panels (b-d) show the evolution in time
of the k-spectrum for the rotation and longitudinal displace-
ment. The results correspond to case (II), green circle point
(k = 0.92991, � = �0.003).

C. MI growth rate: theory vs numerics

To further support our theoretical findings we per-
form numerical simulations, for both cases, by varying
the amplitude of the initial excitation A0, and we com-
pare the predictions of the MI linear stability analysis
[see Eqs. (28-30)], with the early stage of the MI mani-
festation in simulations.
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Figure 6: (a) Schematic representation of the observation and control of extreme wave events in a flexEM
chain. The flexEM architecture is just an example here since dedicated samples have not yet been printed.
(b) Schematics of a tunable bistable flexEM chain supporting rogue waves. Two rails can be adjusted to tailor
the bistability. (c) Illustration of the triggering of a transition wave by an extreme wave event based on the
mechanism studied in Thrust 1. (d) Examples of the possible use of transition wave triggering by controlled
extreme wave events, local reconfiguration of a bistable sample, targeted actuation of one arm of a complex
shape bistable sample.

ii) Triggering transition waves by extreme events for full reconfiguration of a flexEM sample,
and for actuation (achieving large movements). These efforts concern extreme wave events in bistable
flexEM. Non-linear mechanical waves in multi-stable mechanical structures are still at the very first stages of
their analysis [4, 5, 22] and have yet to reveal their secrets and richness. Needless to say that tackling rogue
waves in bistable flexEM is an unexplored direction in this context. Here we will start by working similarly to
monostable non-linear flexEM, around one of the stable state of the system, and apply the same methodology
than above to observe and generate extreme wave events. The idea is then to design bistable materials
comprising units with potential energy barriers between the two stable states that cannot be overcome by
average amplitude vibrations in the flexEM but only by extreme events. In this case, the bistable flexEM
appears as a monostable medium for usual waves but as a bistable medium for rogue waves. Therefore, the
latter trigger a transition wave and this is what we intend to control (see the challenge below). We remind that
a transition wave (also called moving domain wall, phase boundary [7] or topological soliton) is a wave that
sequentially switches the connected bistable units of the medium from one of their stable state to the other.
If the bistable units switch from a higher energy state to a lower one, the energy released by the metamaterial
can compensate the propagation losses and the transition wave can propagate along virtually infinite distances
or at least along a large or complex shape sample (as demonstrated in [5]). The transition from a lower energy
state to a higher one can be envisaged in principle but only for a very limited number of units and possibly for
a limited time as well. The case of the symmetric double-well potential where each stable state possesses the
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Main perspectives

1. Instability in smaller structures, driven dumped problem

2. Formation of localized nonlinear waves and rogue waves 
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